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Abstract – We have studied the robustness of cooperation on scale-free (SF) networks in the
prisoner’s dilemma game under different attack strategies. Although previous works have demon-
strated that increasing heterogeneity constitutes higher levels of cooperation, we elaborated on
this subject further by introducing a parameter α to take into consideration two significant aspects
during an attack. We have shown that it is possible to precisely control the cooperation level on
SF networks to be robust (α � 0) or fragile (α ≥ 0). Moreover, we studied the evolution on SF
networks against a different attack strategy, taking over the nodes instead of simply removing
the nodes, to address the functional importance of a node. Notably, the network structure re-
mains the same during the evolutionary process under this attack strategy, which allows us to
investigate the correlation between the functional significance and survival of cooperation. Our
results highlight the underlying mechanism of cooperation behavior on SF networks and have
several important implications for public health and networks security.

Copyright c© EPLA, 2014

Introduction. – Cooperation plays a crucial role in
the emergence of fascinating patterns and organizational
structures both in biological and social systems [1–4]. Mu-
tually cooperative behaviors are ubiquitous throughout
the history of evolution [5,6], from the formation of multi-
cellular organisms to the cooperation behavior in animal
groups to enhance their survival capability, despite the
fact that selfish strategies of the individual may produce
better payoffs under the assumption that the participators
are rational. Researchers from a broad range of disciplines,
from sociology to biology, ecology, economics, mathemat-
ics, and physics, have shown great interests in exploring
this paradoxical outcome by various means [7–10]. It is
conventional to formulate this problem in the framework
of the evolutionary game theory [11–14], the dynamic of
which is defined by the interaction among players in the
group. Since the seminal paper that reveals the net-
work reciprocity by Nowak and May [15], a large body
of literature has attached great importance to the evolu-
tionary games on graphs [10,16,17]. Notably, it was fasci-
nating to discover that structured populations provide an
optimal playground for the emergence and sustainability
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of cooperation. Additionally, accumulative evidence shows
that heterogeneous network generally favors the emer-
gence of cooperation over homogeneous network and
increasing heterogeneity constitutes higher levels of coop-
eration [7–9,18,19], irrespective of the dilemma adopted as
a metaphor for cooperation.

Remarkably, recent extensive numerical works have
shown that survival of cooperation has been greatly en-
hanced in games on scale-free (SF) networks with respect
to that on lattice networks [20–22]. As a kind of represen-
tative complex network whose degree distribution follows
a power law and exhibits high heterogeneity, SF networks
have received substantial attention and quickly rise to
prominence in physical and other disciplines [23,24]. Great
efforts have been made concerning the robustness of coop-
eration in the evolutionary game on SF networks [25–27],
from the dependence on initial conditions and variations in
the parametrization [25], to influence of the degree of het-
erogeneity [26], tolerance to intentional or random removal
of nodes [27] and impact of link deletions [28]. More im-
portantly, the underlying mechanism that constitutes the
strong robustness of cooperation on SF networks has been
elaborated, which may lead to a deeper understanding of
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the complicated evolutionary dynamic and the sustain-
ability of cooperation. It has been demonstrated that
cooperation on SF networks is extremely robust against
random deletion of nodes, but declines quickly upon at-
tack in environments prone to defection. That is, the SF
network is robust with random errors, but fragile under
selective attacks, in other words, robustness and fragility
coexist [27,29].

While inspirational insight for future research in this
field has been provided, the underlying cause associated
with the robust yet fragile character of SF networks
in the evolution of cooperation is still not fully under-
stood. Indeed, it is essential to enhance the robustness in
some social, biological and technological networks while
robustness may be troublesome when it comes to halt-
ing an epidemic [30]. Here we aim to elaborate on this
subject further by quantifying the attack intensity using
the degree of nodes k, providing an alternative way to
delicately control the network to be more robust or frag-
ile. Moreover, we have noticed that attack strategies are
not limited to the removal of nodes or edges and it is of-
ten the case that the important nodes are taken over [31],
such as transmission of viral infections, spread of epidemic
and popularity of the internet worm [31]. In particular,
the network structure remains the same during the evo-
lutionary process under this attack strategy, allowing us
to investigate the correlation between the functional sig-
nificance and survival of cooperation. Consequently, we
further studied the evolution on SF networks against a
different attack strategy, taking over the nodes instead of
simply removing them.

Evolutionary dynamics. – We consider an evolution-
ary prisoner’s dilemma game with cooperation and de-
fection as the two competing strategies. The prisoner’s
dilemma is characterized by the following payoffs: mutual
cooperation yields the reward R, mutual defection leads
to punishment P , the mixed choice gives the cooperator
the sucker’s payoff S and the defector the temptation T .
Following the standard practice, the payoffs are the temp-
tation of defection T = b, R = 1 for mutual cooperation,
and S = P = 0 for a cooperator encountering a defec-
tor and mutual defection, respectively. In this setup, it
guarantees the essential dilemma that whatever the oppo-
nent adopts, defection leads to a higher (or at least equal)
payoff, thus a dilemma [8,13].

Experiments are conducted on the SF network with av-
erage connectivity k̄ = 4 comprising N = 3000 players.
The interaction topology we adopt here is generated by
means of growth and preferential attachment, which is first
proposed by Barabási and Albert [27]. It is worth mention-
ing that varying the network size does not qualitatively
change the reported results and the main conclusions. Ini-
tially, each player on the SF network is designated either
as a cooperator (C) or defector (D) with equal probabil-
ity. Evolution of the two strategies occurs in accordance
with the Monte Carlo simulation procedure comprising

the following three elementary steps. First, a randomly
selected player x acquires its accumulative payoff px by
playing the game with all its kx neighbors. Next, one
randomly chosen member from all the kx neighbors of x,
denoted by y, also acquires its payoff py by playing the
game with all its ky neighbors on the SF network. Lastly
then, if their payoffs satisfy px < py, player x adopts the
strategy sy of player y with the probability following the
Fermi strategy adoption function [32]

W (sx → sy) =
1

1 + exp [(px − py) /K]
, (1)

where K determines the amplitude of noise and its inverse
(1/K) denotes the intensity of selection (comprehensive
investigation in the effect of K can refer to [12]). In this
work, K is set to 0.1, following the conventional setup [12,
33], which strongly prefers adopting strategies from more
successful players.
Note that all the players update their strategies accord-

ing to this rule in an asynchronous manner. Each indi-
vidual is selected once on average during a full Monte
Carlo step, which consists of repeating the above elemen-
tary steps 3000 times, in accordance with the number of
participators. The stationary fraction of cooperators was
determined within 20000 full Monte Carlo steps after suf-
ficiently long transients were discarded. To eliminate the
effects of heavily fluctuating outputs due to the inherent
stochastic ingredients in the evolution process, final re-
sults shown below were averaged over 20 realizations for
each set of parameter values. Besides, the final fraction of
cooperators was the averaged value of the last 500 Monte
Carlo steps to warrant appropriate accuracy and ensure
observable quantities.

Simulation and analysis. – Motivated by the ubiq-
uitous and pervasive phenomenon in nature and society,
such as the appearance of risks, malfunctioning of some
components [27,34], and transmission of virus, we intro-
duce some destructive agents on the network, represented
by the deletion of nodes. Here we investigate the evolution
of cooperation in dependence on the number of deleted
nodes δ under two entirely different removal strategies,
random deletion and intentional deletion. To test the er-
ror tolerance of cooperation evolution on SF networks, δ
nodes are selected for removal with equal probability to
simulate the malfunctioning of nodes (random deletion).
However, a rational agent that attempts to deliberately
damage a network will preferentially target the most con-
nected nodes rather than eliminate the nodes randomly,
that is, intentional attack. To simulate intentional attacks,
the most connected node within the network is selected
and removed. Then the node has the largest degree at
the time of removal is deleted successively, until δ nodes
have been removed. Note that the disconnected nodes are
also removed because the completely isolated players con-
tribute nothing to the evolution of cooperation since they
have no games to participate in.
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Fig. 1: (Colour on-line) Results for different values of δ un-
der error conditions (random removal of nodes). (a) Fraction
of cooperators in dependence on the temptation to defect b.
Lines connecting the symbols are just to guide the eye. (b)
Cumulative degree distributions.

To reveal the robust yet fragile nature of games on
SF networks, the average level of cooperation fc in
dependence on b for different values of deleted nodes δ
on SF networks due to error and attack, are depicted
in fig. 1(a) and fig. 2(a), respectively. Results presented
in fig. 1(a) demonstrated that the network almost holds
the same level of cooperation at a fixed value of b with
different values of δ although the fraction of cooperators
dropped slightly under random removal of nodes when
compared with the original network, which suggests
that random deletions make little difference to cooper-
ation. Apparently, these facts verify the robustness of
cooperation on SF networks against random errors, in
accordance with previous studies [29,35]. Conversely,
density of cooperators declines dramatically under inten-
tional removal of highly connected nodes, as is shown in
fig. 2(a). Furthermore, fascinating facts can be deduced
from the results, that is, the higher the δ, the smaller
the possibility that cooperators are able to survive when
competing against defectors. To this end, it can be argued
that the robust network is turned into a vulnerable one
by removing some highly connected nodes and is easy to
be occupied by defectors.

Fig. 2: (Colour on-line) Results for different values of δ under
intentional attack (removal of nodes with the highest degree).
(a) Fraction of cooperators in dependence on the temptation
to defect b. Lines connecting the symbols are just to guide the
eye. (b) Cumulative degree distributions.

Degree heterogeneity may provide a possible
explanation for the impact of error and attack on
the evolution of cooperation [5–7]. Here we quantify
the heterogeneity by calculating the cumulative degree
distribution D (k) of newly yielded networks under these
two different circumstances [7], which is defined for a

network with N nodes as
N−1∑

i=k

Ni/N , where Ni denotes

the number of nodes with i edges, as is illustrated in
fig. 1(b) and fig. 2(b). The fit gives that the slope of the
cumulative degree distribution for the original network
is equal to −1.908 on a double logarithmic graph (see
the black symbols in fig. 1(b)). Again we could find
that random removal of nodes (error) contributes little
to changes of network structure for different values of
δ, that is, the effect of random deletions on network
structure is negligible. On the other hand, targeted
attack on the nodes with high connectivity (attack) leads
to less heterogeneity. Note that the change of degree
heterogeneity becomes slight as the value of δ increases
(see the green and cyan symbols in fig. 1(b)) since the
network is disintegrated into more isolated components
with large value of δ. It is natural to link different densi-
ties of cooperators resulting from error and attack to the
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heterogeneity changes as they are closely resembling in the
trend. Therefore, it seems reasonable to argue that the
resulting degree heterogeneity difference is responsibile
for both the supreme tolerance of cooperation on error,
and its fragility on attack for high temptations to defect.
As the most efficient attack strategy, intentional attack

on the most connected node is not always available in
many realistic cases since it requires adequate information
about the network. Accordingly, the highest-degree node
can be removed only with a certain probability under an
intentional attack. We also noticed that targeted attacks
on nodes with higher connectivity are much more lethal
for cooperation on SF networks than random error, which
suggests that the vulnerability of a node is closely related
to its degree. Considering the above two facts, the proba-
bility that a node becomes inactive during an attack can be
analyzed quantitatively using the following function [34]:

P (ki) =
kαi

N∑

i=1

kαi

, −∞ < α < ∞. (2)

The parameter α takes into consideration two facts,
intrinsic network vulnerability (α1) and external knowl-
edge of the network (α2), which can be represented by
α = α1 + α2. Apparently, nodes with lower degree are
more vulnerable when α < 0, while nodes with larger k
are more vulnerable when α > 0.
In order to gain more insight into how the inherent

network property and defense strategy would affect the
robustness of cooperation evolution on SF networks, we
study the fraction of cooperators with 180 nodes deleted
when the attack is undertaken with different values of α.
As expected, nodes with higher degree are more likely to
be deleted and the network becomes more vulnerable as α
increases, evidenced by the relatively lower level of cooper-
ation in fig. 3(a). We should note that the network shares
almost the same level of cooperation when α = 2 and
α = 3, which is somewhat surprising at first glance. How-
ever, the results with α = 2 and α = 3 can be explained
perfectly by the following theoretical analysis. The prob-
ability w that one of the n highest connected nodes in a
network with N nodes is destroyed under an attack quan-
tified by eq. (2) can be formulated as

w =

∫ kmax

kn

W (k)P (k) dk
∫ kmax

m W (k)P (k) dk
, (3)

where W (k) = k−λ is the power-law degree distribu-
tion of SF networks, whereby λ is typically in the range
2 < λ < 3. Besides, m denotes the minimum degree and
kmax ∼ N1/(λ−1) the maximum degree of the nodes in
the network. kn is the minimum degree of the nodes that
belongs to the n highest connected nodes. Substituting
W (k) and P (k) into eq. (3), we can express w as a func-
tion of α and λ for N � n � 1:

w =
1− n(λ−1−α)/(λ−1)mα+1−λ

1−N (λ−1−α)/(λ−1)mα+1−λ
. (4)

Fig. 3: (Colour on-line) Results for different values of α under
removal strategy. (a) Fraction of cooperators in dependence on
the temptation to defect b. Lines connecting the symbols are
just to guide the eye. (b) Cumulative degree distributions.

Intuitively, the larger the value of α for a specific net-
work (fixed λ), the higher the probability w that one of
the n highest nodes becomes inactive. Notably, w approx-
imates 1 when α > λ − 1 and the increment of α makes
little difference to the value of w. More specifically, w
shares almost the same value when α = 2 and α = 3 since
λ = 2.908 in our setting, which is consistent with the re-
sults depicted in fig. 3(a). It is also instructive to find that
the cases α = 0 and α = ∞ are corresponding to random
attack and intentional attack, respectively.

As further evidence supporting the facts that hetero-
geneity plays an important role in facilitating high levels
of cooperation, cumulative degree distributions resulting
from different α are shown in fig. 3(b). This figure exhibits
rather similar characteristics compared with the evolution
results in fig. 3(a), which confirms the hypothesis that the
robust nature in SF network is closely associated with the
heterogeneous structure of it to some extent. By identify-
ing the cumulative degree distribution of the network un-
der attack with different values of α, we found that nodes
with higher degree indeed contribute a lot to the mainte-
nance of the network structure and this kind of nodes are
essential for the robustness of the network. Taking the
parameter α into consideration, the cooperation on SF
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networks could be fragile (α ≥ 0) or robust (α � 0), pro-
viding new perspectives on how to control the robustness
of this kind of network. For instance, we can take actions
to enhance the protection of the significant nodes (reduc-
ing α1), thereby lowering the probability that a node be-
comes inactive during an attack. While in other cases, we
can attempt to have a better understanding of the network
when we want to destroy it, leading to a higher α. In this
case, the network can be expected to be vulnerable.
Inspired by the ubiquitous phenomenon that nodes in

real-world networks are often taken over rather than sim-
ply removed [31], we stress this problem further by study-
ing evolution on SF networks against a different attack
strategy, taking over the nodes with defectors, for error
and attack, respectively. Surprisingly, cooperation un-
der this attack strategy is much weaker than that under
deletion, as it can be seen in figs. 4(a) and (b). Un-
der the taking-over strategy, the density of cooperators
drops monotonously from 0.8 to less than 0.4 when δ = 60
(fig. 4(a)), while in the same case the network under the
deletion attack strategy maintains a higher cooperation
level (fig. 1(a)), as the temptation to defect b increases
from 1 to 2. When one refers to the results presented
in fig. 4(a) under error conditions, it follows that when
δ = 60, the network keeps a relatively high level of coop-
eration and as δ increases, the number of cooperators goes
down. Nevertheless, the level of cooperation has declined
dramatically when compared with the original network,
which suggests the less robustness of cooperation under
this taking-over strategy.
The results presented in fig. 4(b) under intentional at-

tack confirm that the taking-over strategy is lethal to the
network. As we can see from the plot, the fraction of
defectors on the network declines soon to 0 under inten-
tional attack, irrespective of the number of nodes δ to be
invaded. Evidently, only about 0.2 cooperators survive
when b = 1 and the network is taken over by defectors
when b = 1.2 as δ = 180, indicating the destructive power
of this attack strategy. The entire network is occupied by
the defectors as b increases for different δ, which means the
system undergoes a transition in which the cooperation-
facilitative effect deteriorates. For large b, cooperators are
dominated by defectors, which is an unfavorable scenario
for the sustainability of cooperation. In this situation, de-
fectors occupying the hubs exhibit an evolutionary advan-
tage with their cooperative competitors as they get higher
payoffs. At this point, we can conclude that attack type
of taking-over enables the defectors to grow into impact
clusters even though only a small proportion of nodes are
inactive in the initial state.
Since we have demonstrated the significance of the pa-

rameter α engaged in the evolutionary game, it is also
important to inspect the game dynamics for different α
in the taking-over case. Figure 4(c) shows the cooper-
ation density fc in dependence on b for different values
of α, whereby it can be observed that nodes with less
neighbors are more likely to be occupied for small value

Fig. 4: (Colour on-line) Fraction of cooperators in dependence
on the temptation to defect b under the taking-over strategies.
Lines connecting the symbols are just to guide the eye. (a)
Under error (randomly take over nodes) for different values
of δ. (b) Under intentional attack (take over nodes with the
highest degree) for different values of δ. (c) Under the taking-
over strategy quantized by different values of α.

of α (α = −1), thus only a small proportion of players are
affected by this attack, which ensures the cooperator dom-
ination state. In this case, the non-essential nodes are
taken over with higher probability for small α. When ap-
proaching larger α, hubs are occupied by defectors, which
warrants that defectors outperform cooperators and give
rise to compact defector clusters. It is inspiring to find
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that although some highly connected nodes are intrinsi-
cally vulnerable, an exquisite defense strategy is still able
to guarantee α < 0. Remarkably, the results depicted
above provide a potential explanation for the functional
significance of the hubs since the structure remains the
same during the evolutionary process. The heterogeneous
effect for enhancing cooperation is counteracted by the
nodes occupied by the defectors.

Conclusions. – In summary, we have studied the ro-
bustness of cooperation on scale-free networks in the pris-
oner’s dilemma game under different attack strategies.
Although it has been demonstrated that increasing het-
erogeneity constitutes higher levels of cooperation, we at-
tempt to elaborate on this subject further by introducing a
parameter α to quantify the intrinsic network vulnerabil-
ity and external knowledge of the network during attack.
We have shown that it is possible to precisely control the
cooperation level on SF networks to be robust (α � 0) or
fragile (α ≥ 0), which is especially useful since robustness
is of great significance in some social, biological and tech-
nological networks while it may be troublesome when it
comes to halting an epidemic.
Previous works concerning the robustness of coopera-

tion mainly focus on the structural significance, in which
the importance of a node is often measured by the
magnitude of changes in the network structure, such as
heterogeneity, by the removal of a node. To address this
problem, we studied the evolution on SF networks against
a different attack strategy, taking over the nodes instead of
simply removing the nodes. It is of great importance that
the network structure remains the same during the evolu-
tionary process under this attack strategy, which allows us
to investigate the correlation between the functional sig-
nificance and survival of cooperation. To this end, both
the structural significance and the functional significance
in maintaining high levels of cooperation in the prisoner’s
dilemma game are studied in our work. We hope that
our study concerning the robustness of cooperation on SF
networks could provide implications for public health and
computer network security and be inspirational for future
efforts aimed in this direction.
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