Pose estimation for UAV aerial refueling with serious turbulences based on extended Kalman filter
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ABSTRACT

In recent years, many pose estimation algorithms were developed, and have been successfully applied to solve unmanned aerial vehicle (UAV) aerial refueling pose estimation problems. This paper mainly focuses on solving this problem under serious turbulences circumstance. The extended Kalman filter is a set of mathematical equations to estimate the state of a process, which is able to support estimations of past, present, and even future states. In reference to previous papers and some simulations, we build up the noise models of refueling boom and atmospheric turbulence. Then, an extend Kalman filter is adopted to solve the pose estimation problem in UAV aerial refueling with serious turbulences. The experimental results demonstrate the feasibility and effectiveness of our proposed approach.

© 2014 Elsevier GmbH. All rights reserved.

1. Introduction

Unmanned aerial vehicles (UAVs) play an increasingly important role in military actions in the information age. However, the research on UAV’s aerial refueling is in an initial state, which in turn causes a bottleneck of its performance [1]. Aerial refueling enables UAVs to travel anywhere if needed by extending their endurance and range, which will greatly increase the UAV’s fighting radius and airborne period. UAV’s aerial refueling is an essential part to update its performance [2]. By measuring the image sequence, it can obtain one flight’s navigation parameters, such as speed, altitude, and flying direction, which are essential for providing navigation information [3–7].

Aircraft visual navigation is a new rapidly developed international navigation technology in the past two decades [8]. By using a visible light or an infrared camera installed on one vehicle, it is possible to identify a target such as radar on the ground or another flight vehicle [9,10]. The estimation of the 3D orientation and the position of an object from its images is called ‘pose estimation’ in the computer vision research community [11]. The modeling of an aircraft has been continuously investigated for many years, and several nonlinear aircraft models of UAV and tanker have been developed using the conventional modeling procedures [12,13].

In 1960, R.E. Kalman described a recursive solution to the discrete-data linear filtering problem. The Kalman filter is a set of mathematical equations that provides an efficient computational (recursive) means to estimate the state of a process, in a way that minimizes the mean of the squared error [14]. Since the measurement and estimation process is not linear in this situation, an extended Kalman filter is introduced to solve this problem. This work tried to solve the aerial refueling pose estimation problems by using extended Kalman filter, and experimental results are also given for verifying the feasibility of this scheme.

2. The modeling of aircraft boom and turbulence

2.1. Model of the aircraft

The nonlinear models of the UAV and the tanker have been developed via flight gear software. Through this software, we choose the “KC-135” model for the tanker, while the F-16 model is a similar nonlinear model for the modeling of the UAV. Then a conventional state vector is can be demonstrated like:

\[
F = [v, x, y, \psi, \theta, \varphi]
\]

(1)

where \( V \) denotes the aircraft velocity, \( x, y, z \) represent the position in the earth reference frame, \( \psi, \theta, \varphi \) are the components of the angular velocity in the body reference frame, which denotes pitch, yaw and, roll angle, respectively.

2.2. Model of the aerial refueling

To describe the aerial refueling problem, it is necessary to define several reference frames (RFs), that is:
(1) Oe-RF or E: earth-fixed reference frame.
(2) Obo-RF or U: the body-fixed UAV reference frame.
(3) Ob-RF or T: the body-fixed tanker reference frame.
(4) Oc-RF or C: the body-fixed UAV camera reference frame.

For indicating points, we use homogeneous coordinates. For instance, a point \( P \) indicated in the \( E \) reference frame will be demonstrated as \( \bar{E}P = [x, y, z, 1]^T \), in which the superscript ‘\( T \)’ on the right side is for the transposition of the matrix.

To indicate the distance of two points, we define two capital letters with a left superscript indicating the reference frame. For instance, \( ^{E}MN \) represents a distance vector from point \( M \) to point \( N \) in the camera reference frame.

In some situations, the points and vectors should be transformed from the initial reference frame to another one, whose transformation matrix can be denoted as \( T \) with a right subscript representing the initial reference frame and a left subscript representing the ultimate frame. For example, \( ^{T}T_{E} \) represents the transformation matrix that transforms points or vectors from the Ob-RF to the Oc-RF. Fig. 1 shows the related reference frames [4].

2.3. Modeling of the boom

Recently, a detailed model of the boom has been developed for simulation. The mathematical model of the boom can be defined using Lagrange method [15]:

\[
d \frac{\partial U(q, \dot{q})}{\partial \dot{q}_i} - \frac{\partial L(q, \dot{q})}{\partial q_i} = F_i, \quad i = 1, ..., n
\]

where \( L(q, \dot{q}) = T(q, \dot{q}) - U(q) \) is the Lagrangian. \( Q \) defines the position and orientation of the boom. \( F_i \) represents some wind and control forces, which affects the boom.

The boom can be demonstrated in the tanker reference frame with \( x, y, z \). The boom is telescopic so it is able to extend itself or pull it back, for which we use a \( d \) to describe. Installed on few wings, it has the ability to do vertical and lateral relative rotations which is \( \theta, \psi \). Thus, the boom has 6 degrees of freedom described as \( P = (x, y, z, \theta, \psi, d) \).

2.4. Modeling of the turbulence

The research about the turbulence has also been developed for a long time. Birle applied research lab in the Langley full scale tunnel [16,17] conducted several experiments about KC-135 in simulation environment. By testing the amplitude from the boom swinging, they drew pictures about the trajectory of vertical and lateral directions.

Through the Simulink, we utilize these data to build a block, which can continuously provide perturbations for the 6 aerodynamic coefficients. Then, all of these models are considered in the pose estimation progress.

3. Image processing on the aerial refueling

3.1. The process on the image

As mentioned above, the UAV model now has been built. The red color of the receptacle on the UAV can be used as characteristic information for feature extraction. The camera on the tanker is installed nearby the boom. Once the picture has been obtained, the machine vision (MV) [18] based system transforms the image from RGB space to the HSV space. Then we convert the captured image into a binary one by setting threshold of the color.

3.2. The threshold segmentation in HSV color space

The HSV space is created base on the intuitive colors, which is appropriate for human vision sense. The HSV space can be described as an inverted hexagonal pyramid, hue (\( H \)) indicates different colors, saturation (\( S \)) represents the color depth, and the light and shade is represented with value (\( V \)).

In this work, the target’s color is demonstrated as \( S = 0.9 \), so we set a threshold of the picture. Through this progress, the target color will forcibly be changed into white while other colors will be changed into black.

The process of one point from RGB space to HSV space is based on the following formula:

\[
\begin{align*}
V &= \frac{1}{3}(R + G + B) \\
S &= 1 - \frac{3}{(R + G + B)} \min(R, G, B) \\
H &= \arccos \left( \frac{1}{2} \left( \frac{|R - G| + |R - B|}{|R - G| + |R - B|} \right) \right)
\end{align*}
\]

3.3. Erosion to denoising

In image processing, erosion is denoted as \( \Theta \), if \( A \) is eroded by \( B \), it can be described as:

\[
A \Theta B = \{ x | (B)_x \subseteq A \}
\]

Once the image has been segmented, there may still exist a few points with similar colors, which will cause a few noises to affect the results. By further processing with erosion method, the white area on the image would be shrunk, thus the noise points could be filtered.

3.4. Simulation results

The model has been built in flight gear and through the Simulink we added in it some modules of control and turbulence. The camera on the tanker captures a picture shown in the left of Fig. 2. Through the image processing part, the MV-system makes a segment of the picture. At last, the picture is dealt with an erosion part. The results are given in Fig. 2.

Through the feature extraction part, we can get the number of the points and each point's pixel in the pixel ordinates. The picture is 640 x 480 size. Based on the progress above, we can obtain all the data needed, which are listed in Table 1.
4. The pose estimation algorithm

4.1. Pose estimation in aerial refueling

Following the solution of the image processing, the information in the set of points must be used to derive the rigid transformation from the camera reference frame to the UAV body reference frame [19].

Pose estimation is the conversion between two reference frames which can be described as a rotation matrix $R$ and a transformation vector $T$ shown in Fig. 3. If we know the coordinates of those feature points in the UAV body reference frame and their coordinates in the pixel reference frame, we can use $R$ and $T$ to describe their relationship. Once $R$ and $T$ are obtained, the position and orientation between UAV and tanker could be recognized.

![Conversion between two reference frames](image)

**Table 1**
The Feature Points And Their Pixel.

<table>
<thead>
<tr>
<th>Point</th>
<th>Pixel(x)</th>
<th>Pixel(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>235.0</td>
<td>288.6</td>
</tr>
<tr>
<td>2</td>
<td>197.2</td>
<td>288.8</td>
</tr>
<tr>
<td>3</td>
<td>273.0</td>
<td>327.1</td>
</tr>
<tr>
<td>4</td>
<td>314.1</td>
<td>365.4</td>
</tr>
<tr>
<td>5</td>
<td>197.2</td>
<td>365.3</td>
</tr>
<tr>
<td>6</td>
<td>234.8</td>
<td>365.3</td>
</tr>
<tr>
<td>7</td>
<td>273.2</td>
<td>365.8</td>
</tr>
</tbody>
</table>

![Typical Kalman filter progress](image)

4.2. The Kalman filter

In 1960, R.E. Kalman described a recursive solution to the discrete-data linear filtering problem. The Kalman filter is a set of mathematical equations that provides an efficient computational (recursive) means to estimate the state of a process, in a way that minimizes the mean of the squared error [20].

The Kalman filter tries to estimate the state $x \in \mathbb{R}^n$ of a discrete-time controlled process that is governed by the linear stochastic difference equation:

$$X(k) = Ax(k-1) + Bu(k-1) + w(k-1)$$

(5)

With a measurement $z \in \mathbb{R}^m$:

$$z(k) = Hx(k) + v(k)$$

(6)

where $w(k)$ and $v(k)$ represent the process and measurement noises respectively, which are assumed to be independent with each other. Normally, these noises are set up with the following standard Gaussian noises.

$$p(w) \sim N(0, Q)$$

(7)

$$p(v) \sim N(0, R)$$

(8)

In practice, the process noise covariance and measurement noise covariance matrices might change with each time step or measurement; however, here we assume they are constants [21]. The whole estimation progress can be separated into two parts. One is 'predict' and the other is 'update'. This process can be shown in Fig. 4.

4.3. Extended Kalman filter

Since the measurement and estimation process is nonlinear in this situation, a Kalman filter that linearizes about the current mean and covariance is referred to as an extended Kalman filter (EKF) [22]. Therefore, the process is now organized as a formulation:

$$X(k) = f(x(k-1), u(k-1), w(k-1))$$

(9)

While a measurement $z \in \mathbb{R}^m$:

$$z(k) = H(x(k), v(k))$$

(10)

To estimate the following rotation angle with a motion model, the motion model should maintain the current angle value and angular velocity. The angle value and angular velocity are described by the linear state space:

$$x(k) = [x, \dot{x}]^T$$

(11)

where $x$ is the angular velocity. Assume that between the $(k-1)$-th and $k$-th time steps, the system undergoes a constant angular
Fig. 5. The true, measured and Kalman output trajectory.

Fig. 6. The zoomed results of Fig. 5.

acceleration of $a(k)$, which is normally distributed with zero mean through $\Delta t$ time interval.

In this work, we first linearize the measurement and process function by calculating their Jacobi matrix. Then we set up the measurement and process noise according to the model summarized in Section 3. Additionally, the initial state of the UAV $X(0)$ and the initial covariance $P(0)$ are also should be set with a definite value. Then we can estimate the pose by repeating the ‘predict’ and ‘update’ procedure.

Fig. 7. The position error between the measured and Kalman output.

5. Experimental results and analysis

A series of simulation experiments are conducted in the developed aerial refueling environment. Since the extended Kalman filter is an iterative algorithm, which is based on a series data. Moreover, this step of estimation is affected by the previous estimation and will have influence on the next step.

According to this situation, we focus on this circumstance: assume the UAV can be recognized constantly by the camera nearby the refueling boom. The two flights will exchange any relative data to help maintain the refueling progress. The MV-based system can analyze the image and be able to successfully extract the feature points. Once this image processing is completed, this system will then start the pose estimation procedure to identify the position.

Fig. 8. $t=0\;s$ each pose in 3D world reference frame.

Fig. 9. $t=5\;s$ each pose in 3D world reference frame.

Fig. 10. $t=10\;s$ each pose in 3D world reference frame.
and orientation between the two flights. Then UAV can make a closed-loop control to accomplish the whole mission.

In our simulation environment, it is assumed that the UAV and the tanker are set at the beginning. Then the UAV starts to approach the refueling boom. For simplification, the control law is approx-imately a uniform linear motion. However, the real control law remains being unknown. This work tried to estimate at each sample time using the extended Kalman filter. The simulation time is 20 s while the sample time is 0.1 s. The results are given in Fig. 5

However, the result is optimized through the extended Kalman filter. For recognizing conveniently, we zoom in this figure and show part of this result (See Fig. 6).

Compared the measured position error with the Kalman output one, Fig. 7 shows the detailed result.

Through applying the extended Kalman filter, the obtained pose is more accurate than the measured one. Therefore, we can see that this method is effective in solving the pose estimation problem.

In the 3D world reference frame, this work picks out 5 states from the whole process, which are shown in Figs. 8–12.

From the series of experimental results, it is obvious that the measured error is random due to all the turbulences. By using extended Kalman filter, the results are more accurate in the whole process. The results show that this presented method can successfully solve the pose estimation problem for UAV aerial refueling in turbulence situation.

6. Conclusions

In this paper, we aim to solve the UAV aerial refueling problem in turbulence circumstance. First, we build the model of the aircraft, boom and turbulence according to previous results and our simulation which can represent the real world situation. Then, we utilize one feature extraction algorithm to extract relative feature points. As a result, the color points we set before can be recognized correctly and their coordinates should also be known. Finally, we introduce the extended Kalman filter to achieve the pose estimation procedure, whose model is established on the former two charts. Through simulation, this method is proved to be able to successfully solve this problem with high accuracy.
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