A clustering-based ensemble approach with improved pigeon-inspired optimization and extreme learning machine for air quality prediction
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A B S T R A C T
In this paper, a novel hybrid learning method is carried out to forecast urban air quality index (AQI). Wavelet packet decomposition (WPD) is firstly performed to decompose the original AQI data into lower-frequency subseries. Then, we improve the pigeon-inspired optimization through using the particleswarmoptimizationalgorithm. The improved pigeon-inspired optimization (IPIO) approach is applied to optimize the initial weights and thresholds of extreme learning machine (ELM) and then the modified ELM (MELM) is employed to forecast the subseries respectively. Moreover, multidimensional scaling and K-means (MSK) clustering methods are utilized to cluster the forecasting outcomes into high frequency, medium–high frequency, medium–low frequency and low frequency subseries. Finally, MELM, as an ensemble approach, is applied to ensemble the subseries together and achieve the final results. To test the predictive precision of the proposed hybrid WPD-MELM-MSK-MELM learning method, AQI of Harbin in China is adopted to make short-term, middle-term and long-term predictions separately. Different decomposition approaches are utilized to compare with WPD, and the non-clustering hybrid model is also compared with the proposed method. The forecasting outcomes indicate that WPD is more suitable for predicting AQI and the proposed WPD-MELM-MSK-MELM learning method has better predictive performance on horizontal precision, directional precision and robustness than some existing methods and benchmark models in this paper.

1. Introduction

Recently, air pollution has become a significant issue in earth, environmental and life sciences. Air quality index (AQI) is an indispensable index to calculate the quality of the air, which has a close connection with human life and health. Accurate prediction of AQI can help the government and environmental protection agency to effectively control and reduce air pollution and promote the sustainable development of the nature and human society.

AQI data are non-stationary, nonlinear and complicated time series. Classical forecasting approaches like Markov chain [1], support vector regression [2], boosting tree [3], artificial neural networks [4–9], convolutional neural network [10] have been widely adopted to forecast the AQI series. Nowadays, intelligent meta heuristic learning algorithms have attracted the eyes of scholars. Wang et al. [11] applied a hybrid approach combining wavelet neural network and genetic algorithm (GA-WNN) to forecast the nonlinear series of fine particulate matter and carbon monoxide. It was shown that the hybrid GA-WNN method has higher prediction accuracy than the back propagation neural network (BPNN). Yang et al. [12] adopted the parallel chaos (PC) searching algorithm to optimize the initial parameters of extreme learning machine (ELM). The simulation outcomes illustrate that the PC-ELM approach has better generalization and optimization performance than the single ELM method. He et al. [13] adopted chaotic particle swarm optimization (CPSO) algorithm to optimize the artificial neural networks for predicting the time series of particulate matter at urban intersection. The hybrid model has better forecasting performance on air pollution concentration. Heidari et al. [14] utilized Lévy flight to modify the grey wolf optimization for enhancing the optimizing efficiency. The pigeon-inspired optimization (PIO) algorithm is a kind of novel metaheuristic learning algorithm inspired by the homing behaviors of pigeons. Through utilizing the map and compass operator and the landmark operator in the algorithm, it can find the global optimal values of the problem [15,16]. Jiang et al. [17] adopted the PIO algorithm to optimize the original parameters of ELM. The hybrid model can effectively enhance the predictive precision of the bulk commodity futures prices. Dou et al. [18] utilized the PIO algorithm to optimize the unmanned air vehicles controller. The PIO algorithm is used in model prediction control, which has
better performance than the particle swarm optimization (PSO) algorithm.

Due to the wide variety of sources and complicated formative factors, the AQI series is a nonlinear time series with strong vibration [19]. Because of the high requirement of forecasting accuracy, decomposition and ensemble approaches has been utilized to forecast air pollution concentration [20]. Recently, decomposition approaches, such as ensemble empirical mode decomposition (EEMD) [21,22], wavelet packet decomposition (WPD) [23], fast ensemble empirical mode decomposition (FEEMD) [24] and singular spectrum analysis (SSA) [25] have been introduced into the prediction of nonlinear time series. Wang et al. [26] utilized the variational mode decomposition (VMD) method to decompose the commodity futures price and then utilized the PSO algorithm to optimize the initial weights and thresholds of the BPNN. Decomposition approaches can significantly enhance the predictive accuracy of single forecasting models. Wang et al. [27] applied the complementary ensemble empirical mode decomposition (CEEMD) and VMD to decompose the AQI data and the ELM optimized by differential evolution (DE) algorithm is employed to forecast the subseries respectively. The hybrid CEEMD-VMD-DE-ELM model is used to forecast AQI in Beijing and Shanghai. The hybrid model can effectively enhance the accuracy of DE-ELM. Hence, the hybrid decomposition-optimization-ensemble approaches has been widely utilized in the forecasting of different air pollution concentration.

In this paper, we present a novel hybrid learning method based on WPD, multidimensional scaling and K-means (MSK) clustering approaches and the modified ELM (MELM) for urban air quality index prediction for enhancing the horizontal and directional forecasting accuracy of the nonlinear AQI series. In order to reduce the prediction difficulty and errors, we adopt WPD to decompose the initial AQI data into several subseries. Then, we utilize the PSO algorithm to modify the PIO algorithm. The improved PIO (IPIO) algorithm is used to optimize the original parameters of ELM. MELM is performed to forecast the subseries separately. In order to enhance the predictive precision and increase the interpretability of the subseries, MSK is applied to cluster the subseries into high frequency, medium–high frequency, medium–low frequency and low frequency subseries. The proposed MELM model, as an ensemble approach, is utilized to ensemble the four subseries together and achieves the final results of AQI.

The rest of this paper is organized as below. Related methods of WPD, PIO, MELM, MSK and the proposed hybrid learning framework are detailed in Section 2. The empirical outcomes, robustness outcomes and comparison results of the proposed approach and benchmark models are presented in Section 3. Section 4 discusses the conclusions and the considerations on future work.

2. Methodologies

In this section, we introduce WPD, the PIO algorithm, MELM, the MSK clustering approach respectively and then present a novel hybrid WPD-MELM-MSK-MELM learning method for urban AQI prediction.

2.1. Wavelet packet decomposition

WPD is a kind of adaptive and efficient decomposition approach [28]. WPD can be utilized to decompose the original series into several lower-frequency subsseries, which is an effective extension of wavelet decomposition (WD). It can make multi-level divisions of the original signal frequency band and improve the resolution ratio of signal in time domain and frequency domain. WD can only divide the original signal into lower-frequency subsseries, however, the WPD algorithm can both partition the higher-frequency and lower-frequency subsseries of the initial signal [29]. WPD can be adopted to decompose and analyze the complicated and non-stationary time series signals. WPD has been widely used in the fields of industry, environmental analysis, economics and finance [17].

2.2. Improved pigeon-inspired optimization

PIO is a novel intelligent learning method, which has been widely utilized in industrial engineering and financial analysis [30]. The PIO algorithm imitates the homing behavior of pigeons. Through using the map and compass operator and the landmark operator, PIO algorithm can find the global optimal solutions. PSO is also a classical and efficient meta heuristic learning algorithm. Inspired by the hybrid dragonfly algorithm [31], we introduce the PSO algorithm into the PIO algorithm and propose a novel IPIO learning algorithm for enhancing the optimization ability and global searching ability. The process of the PIO learning algorithm is described as follows. The pseudo code of the PIO algorithm is displayed in Algorithm 1.

Step 1: Initialize parameters of PSO, utilize PSO for parameter optimization and introduce the adaptive mutation operation into PSO. The particles in PSO are initialized with a certain probability during each interaction. The adaptive mutation operation can enhance the diversity of the population of PSO and expand the searching space of particles. The updating formula of velocity and position in PSO are shown as below.

\[ V_{i}(t+1) = \omega \cdot V_{i}(t) + l_1 \cdot rand_1 \cdot (P_b(t) - X_{i}(t)) + l_2 \cdot rand_2 \cdot (P_g(t) - X_{i}(t)), \]

\[ X_{i}(t+1) = X_{i}(t) + V_{i}(t). \]

Here, \( V_{i}(t) \) and \( X_{i}(t) \) represent the velocity and position of the \( i \)th particle in the \( t \)th iteration. \( \omega \) is the inertia weight, \( l_1 \) and \( l_2 \) represent acceleration factors in PSO, and the values of \( l_1 \) and \( l_2 \) are always greater than 0. \( P_b \) is the individual best position and \( P_g \) represents the global best position. rand_1 and rand_2 are two random numbers between 0 and 1.

Step 2: Initialize parameters of the PIO algorithm and introduce the global best values of PSO into the PIO algorithm. If the fitness of the global best values of PSO is better than the initial values of PIO, the global best values of PSO will be brought into the PIO algorithm for optimization.

Step 3: PIO is applied for parameter optimization. The inertia weight is added into the PIO algorithm. The inertia weight can make a balance between global search and local search in PIO. The formula of the inertia weight is defined as follows.

\[ w(t) = w_i - (w_i - w_e) \times t/T. \]

Here, \( w(t) \) is the inertia weight in the \( t \)th iteration, \( w_i \) represents the initial inertia weight and \( w_e \) is the inertia weight when the iteration stops. \( T \) represents the maximum number of iterations.

The PIO algorithm consists two significant operators—the map and compass operator and the landmark operator. In the map and compass operator, the updating formula of velocity and location are displayed as below.

\[ V_{j}(t+1) = v(t) \cdot V_{j}(t) \cdot e^{-rt} + rand_3 \cdot (X_g - X_{j}(t)), \]

\[ X_{j}(t+1) = X_{j}(t) + V_{j}(t + 1). \]

Here \( V_{j}(t) \) and \( X_{j}(t) \) represent the velocity and location of the \( j \)th pigeon in the \( t \)th iteration. \( rand_3 \) is a random number between 0 and 1.
and 1. $R$ is the map and compass factor, whose value is between 0 and 1.

When the map and compass operator reached the maximum number ($T_1$), the landmark operator starts to find the optimum solution. The updating formula of pigeons’ location in the landmark operator is described as follows.

$$N_{\text{landmark}}(t+1) = \frac{N_{\text{landmark}}(t)}{2},$$

$$X_{\text{cen}}(t) = \frac{\sum X_j(t) \cdot g(X_j(t))}{N \cdot \sum g(X_j(t))},$$

$$X_j(t + 1) = X_j(t) + \text{rand}_4 \cdot (X_{\text{cen}}(t + 1) - X_j(t)).$$

In the process of the landmark operator, the amount of pigeons decreases by half in each iteration. $N_{\text{landmark}}(t)$ represents the number of pigeons in the $t$th iteration. $X_{\text{cen}}$ is the center location of the pigeons and $g(\cdot)$ represents the fitness function. $\text{rand}_4$ is a random number between 0 and 1.

Step 4: When the PIO algorithm achieves the maximum number of the landmark operator ($T_2$), the PIO algorithm stops and the location of the global optimal solution ($X_{gb}$) is the final outcomes of parameter optimization.

2.3. Modified extreme learning machine

ELM is an improved machine learning method of single hidden-layer feed forward neural networks [32–35]. ELM is an efficient learning algorithm, which can overcome the challenges of slow training speed and local optimum issues. Initial weights and thresholds are two indispensible factors in ELM. In the MELM approach, the IPIO algorithm is adopted to optimize the initial weights and thresholds of ELM for improving the prediction performance of ELM. In MELM, the root mean square error (RMSE) of ELM is set as the fitness function of the IPIO algorithm. The equation of RMSE is displayed as below. And the final global best results of the IPIO algorithm are assigned as the initial weights and thresholds of ELM.

$$\text{RMSE} = \sqrt{\frac{1}{L} \sum_{j=1}^{L} (\hat{h}(j) - h(j))^2}.$$

Here $L$ is the amount of sample points, $h(j)$ and $\hat{h}(j)$ represent the real values and the predicting values respectively.
Table 1
Calculation formula of statistical indicators.

<table>
<thead>
<tr>
<th>Statistical indicator</th>
<th>Calculation formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>$\text{MAE} = \frac{1}{M} \sum_{i=1}^{M}</td>
</tr>
<tr>
<td>NRMSE</td>
<td>$\text{NRMSE} = \frac{100}{\sqrt{\frac{1}{M} \sum_{i=1}^{M} (\hat{z}(i) - z(i))^2}} \times 100%$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (\hat{z}(i) - z(i))^2}$</td>
</tr>
<tr>
<td>Ds</td>
<td>$\text{Ds} = \frac{1}{M} \sum_{i=1}^{M} \mu(i) \times 100%$</td>
</tr>
</tbody>
</table>

2.4. Multidimensional scaling and K-means clustering

Multidimensional scaling (MS) is a kind of analysis approach to visualize the distribution of high-dimensional data [36]. By utilizing Euclidean distance and similarities among samples, MS can build a similar low-dimensional space, in which the distance among samples can remain as consistent as possible. If the low-dimensional space is two-dimensional or three-dimensional, the visual results of high-dimensional data can be plotted.

K-means is a classical prototype clustering method [37]. For a given sample set $Y = \{y_1, y_2, \ldots, y_k\}$, the main idea of K-means is to use a greedy algorithm to calculate an approximate minimum value of clustering error sum of squares:

$$Q = \sum_{n=1}^{n} \sum_{y \in E_m} ||y - e_m||^2,$$  \hspace{1cm} (10)

where $E = \{E_1, E_2, \ldots, E_n\}$ is a division of clusters and $e_m = \frac{1}{|E_m|} \sum_{y \in E_m} y$ is the mean vector of the division $E_m$. The number of clusters is a significant factor in K-means.

Due to high dimensions of the subseries, it is a difficult issue to decide the number of clusters. In this paper, MS is used to decide the number of clusters intuitively and K-means is applied to cluster the subseries for effectually reducing the complexity of prediction in this paper.

2.5. Learning framework of the hybrid WPD-MELM-MSK-MELM approach

We present a novel learning approach of the hybrid WPD-MELM-MSK-MELM approach to improve the forecasting performance of AQI series. Firstly, WPD is applied to decompose the original AQI series into several lower-frequency subseries, which can effectively reduce the forecasting difficulty and errors of the original AQI series. Secondly, the IPIO algorithm is employed to optimize the initial weights and thresholds of ELM. Thirdly, the subseries of AQI are predicted by MELM separately. The hybrid MELM model can have better prediction performance than the traditional ELM approach. Then, the MSK clustering are adopted
to cluster the forecasting results into high frequency, medium–high frequency, medium–low frequency and low frequency sub-series. The clustering approach can increase the interpretability of the sub-series and enhance the forecasting accuracy. Lastly, MELM, as the ensemble approach, is utilized to calculate the final forecasting outcomes of the initial AQI data. Fig. 1 displays the framework of the proposed hybrid WPD-MELM-MSK-MELM learning method.

3. Empirical analysis

In this section, data description and predictive outcome analysis are discussed respectively to verify the forecasting accuracy of the proposed learning method.

3.1. Data description

Hourly AQI data of Harbin in China are applied to test the accuracy and applicability of the proposed approach. Harbin is a city in the northeast of China. The developments of heavy industry and central heating in winter make the air quality in Harbin become worse and worse. Hourly AQI data of Harbin with 12504 samples are gained from the website of Ministry of ecological environment of People’s Republic of China. AQI data of Harbin are from 0:00 in 1th December 2016 to 23:00 in 5th May 2018. Original AQI data of Harbin are displayed in Fig. 2.

AQI data in Harbin are irregular, non-stationary and nonlinear. For verifying the proposed hybrid approach in this paper, we predict AQI series of Harbin of the next one day, next one week
and next one month respectively. For the one-day prediction, the testing sets are hourly AQI data in 5th May, 2018. For the one-week prediction, the testing sets are hourly AQI data from 29th April to 5th May of 2018. For the one-month prediction, the testing sets are hourly AQI data from 6th April to 5th May of 2018. The rest data are correspondingly assigned as the training sets.

3.2. Performance evaluation criteria and parameter settings

We evaluate the prediction performance from two aspects. We first calculate the forecasting errors and then we make statistical examinations to test the horizontal and directional precision of the forecasting models. Four statistical indicators are employed to calculate the forecasting errors, which are shown in Table 1. Mean absolute error (MAE), normalized root mean square error (NRMSE) and RMSE are utilized to calculate the horizontal forecasting errors, and directional symmetry (Ds) is used to calculate the directional errors.

Here $M$ is the amount of sample points, $z(i)$ and $\hat{z}(i)$ represent the real values and the predicting values of AQI and $\bar{z}$ is the mean value of the real AQI data. If $(\hat{z}(i) - z(i - 1)) \cdot (z(i) - z(i - 1)) > 0$, $\mu(i) = 1$; otherwise, $\mu(i) = 0$. 

---

**Fig. 5.** Directional errors of hybrid decomposition models in short-term prediction.

**Fig. 6.** Horizontal errors of non-decomposition learning models in short-term prediction.

**Fig. 7.** Directional errors of non-decomposition learning models in short-term prediction.
In order to examine the horizontal and directional prediction ability, we also adopt Diebold–Mariano (DM) statistical test [38] and Pesaran–Timmermann (PT) statistical test [39]. DM statistical test is used to test whether the predicting accuracy between test models and benchmark models has significant difference. The square of predicting error is set as the loss function and the null hypothesis is that the benchmark model is more accurate than the test model. PT statistical test is adopted to test whether the models can predict the variation directions accurately and the null hypothesis is the test model cannot predict the variation directions accurately.

To test the forecasting performance of the proposed method synthetically, a series of predicting models are set as comparison models. The comparison models are divided into non-decomposition learning models and hybrid decomposition models. Non-decomposition learning models contain MELM, PIO-ELM, PC-ELM, generalized regression neural network optimized by PIO (PIO-GRNN), PIO-BPNN and ELM. Complementary ensemble empirical mode decomposition with adaptive noise (CEEMDAN), is also a kind of classical decomposition approach. Hybrid decomposition models include WPD-MELM-MELM, WPD-MELM-ADD, WPD-FEEMD-MELM-ADD, CEEMDAN-MELM-ADD, VMD-MELM-ADD, SSA-MELM-ADD and FEEMD-MELM-ADD.

In the PIO algorithm, the amount of the pigeons is set as 40, the map and compass factor is assigned as 0.3. The global search algebra is set as 90, and the local search algebra is set as 30. For the comparison models, the number of hidden layer neurons is assigned as 60. And the PIO and PC algorithm is utilizing to optimize the weights and thresholds of ELM. The spread coefficient of GRNN and the weights and thresholds of BPNN are also optimized by the PIO algorithm. And the number of hidden layer neurons is assigned as 10. The hourly AQI series are decomposed into eight subseries. And the subseries are supposed to be clustered into four categories—high frequency subseries, medium–high frequency subseries, medium–low frequency subseries and low frequency subseries.
3.3. Forecasting result analysis

In this subsection, based on different predictive models, short-term prediction analysis, mid-term prediction analysis and long-term prediction analysis are discussed respectively.

3.3.1. Short-term prediction analysis

Hourly AQI series in Harbin are decomposed into eight lower-frequency subseries by WPD. Subseries of original AQI are displayed in Fig. 3. Subseries 1 represents the overall trend of the original AQI data in Harbin. Through utilizing the MSK clustering method, eight subseries are supposed to be clustered into four categories—high frequency subseries, medium–high frequency subseries, medium–low frequency subseries and low frequency subseries. In order to enhance the predicting precision, we utilize the AQI data of the first five hours to forecast the AQI data in the sixth hour. The forecasting errors of hybrid decomposition models and non-decomposition learning models in short-term prediction are displayed in Figs. 4–7. The outcomes of DM and PT test are shown in Tables 2–5, and the values in brackets are p-values. Comparing the prediction errors of short-term prediction, we can come to the following conclusions: (1) The hybrid WPD-MELM-MSK-MELM approach has the best prediction performance on both horizontal and directional accuracy. MAE of the proposed method is 0.03 and the Ds value of the proposed method is 91.30%. The hybrid WPD-MELM-MSK-MELM approach has the best predictable precision among hybrid decomposition models. (2) In non-decomposition learning models, the forecasting accuracy of MELM is higher than other non-decomposition models and PIO-BPNN has the worst forecasting precision in short-term prediction. (3) The horizontal forecasting errors of PIO-ELM are less than PC-ELM, and the Ds values of PIO-ELM and PC-ELM are 60.87% and 52.17% respectively. It demonstrates that the PIO algorithm is more suitable for optimizing the thresholds and weights of ELM than the PC searching algorithm. (4) Among hybrid approaches, FEEMD-MELM-ADD has the largest errors. The MAE, NRMSE and RMSE values of FEEMD-MELM-ADD are 6.26, 11.13% and 7.07 separately. It shows that WPD can effectively decompose the original AQI data. (5) Hybrid models can predict the variation directions accurately; however non-decomposition learning models have bad performance on directional prediction according to the PT test results.

3.3.2. Middle-term prediction analysis

For verifying the forecasting performance of the proposed method, we also make the middle-term prediction analysis of hourly AQI data in Harbin. The prediction errors of hybrid decomposition models and non-decomposition learning models in middle-term predictions are shown in Figs. 8–11, and DM and PT test results are displayed in Tables 6–9. The conclusions are as below: (1) The proposed hybrid method has the highest forecasting
accuracy in both short-term prediction and middle-term prediction. The MAE, NRMSE and RMSE errors of WPD-MELM-MSK-MELM are 0.17, 0.40% and 0.21 separately. (2) Comparing the horizontal errors among WPD-MELM-ADD, CEEMDAN-MELM-ADD, VMD-MELM-ADD, SSA-MELM-ADD and FEEMD-MELM-ADD, WPD-MELM-ADD has the best forecasting performance and FEEMD-MELM-ADD has the worst predicting performance. Meanwhile, the predictive capability of MELM-ADD is better than SSA-MELM-ADD and CEEMDAN-MELM-ADD. (3) The forecasting precision of WPD-MELM-MSK-MELM is better than WPD-MELM-ADD and WPD-MELM-ADD, which shows that the hybrid ensemble approach can enhance the prediction accuracy, and the hybrid ensemble approach is also more suitable than the classical add ensemble approach. (4) The Ds value of WPD-MELM-MSK-MELM is 91.02% and the Ds value of MELM is only 59.28%. It illustrates that the decomposition and ensemble method can improve the forecasting capability of non-decomposition models. (5) The outcomes of DM tests are the same as the forecasting errors. The proposed hybrid WPD-MELM-MSK-MELM method is better than the other learning models. (6) According to the PT test, all hybrid models can predict the changing directions accurately. Among non-decomposition models, PIO-ELM cannot predict the variation directions precisely and MELM can forecast the changing directions accurately. It shows that the IPIO algorithm is better than the PIO algorithm in optimizing the parameters of ELM.

3.3.3. Long-term prediction analysis

In the long-term prediction, the predictive errors of hybrid decomposition models and non-decomposition learning models are displayed in Figs. 12–15, and the DM and PT test outcomes are shown in Tables 10–13. Based on the prediction results of hybrid decomposition models and non-decomposition learning models in long-term prediction, it can be concluded that: (1) In non-decomposition learning models, MELM has the best forecasting performance on the horizontal and directional accuracy. MELM also has excellent performance among the short-term prediction, middle-term prediction and long-term prediction. The MAE, NRMSE and RMSE values of the MELM approach are 9.89, 20.40% and 16.97 respectively. However, the PIO-BPNN has the worst performance on both horizontal and directional accuracy. The Ds value of PIO-BPNN is 36.16%, which is nearly half of MELM. It shows that the IPIO learning algorithm can effectively improve the PIO algorithm for parameter optimization. (2) In hybrid decomposition models, the proposed WPD-MELM-MSK-MELM approach still has the best forecasting capability in the long-term prediction. The MAE, NRMSE, RMSE and Ds values of WPD-MELM-M-K-MELM are 0.45, 0.74%, 0.61 and 90.69% respectively, which are the lowest among the whole hybrid models. (3) WPD has better decomposition capability than VMD, SSA, CEEMDAN and FEEMD. The forecasting errors of WPD-MELM-MSK-MELM are also lower than WPD-FEEMD-MELM-ADD. It demonstrates that the two-layer decomposition can become a reason of over-fitting.
and WPD is more suitable for decomposing the AQI data. The outcomes of DM and PT tests are also the same as the error analysis results. It illustrates that the MELM and the WPD-MELM-MSK-MELM methods have the best predictable performance among the non-decomposition learning models and hybrid decomposition models.

### 3.4. Robustness and discussion

In order to test the compare the predictive capability of the proposed hybrid WPD-MELM-MSK-MELM approach, robustness analysis and comparison analysis are discussed respectively. For testing the robustness of the proposed method, AQI data of Wuhan from 0:00 in 1th December 2016 to 23:00 in 5th May 2018 are utilized to make the short-term prediction, middle-term prediction and long-term prediction separately. We calculate the forecasting errors of the hybrid method, and the prediction errors are displayed in Table 14. According to the forecasting errors in Table 14, it is clearly that the proposed hybrid can predict the AQI data in Wuhan accurately. It illustrates that the proposed WPD-MELM-MSK-MELM model has good performance on robustness.

For verifying the forecasting ability of the proposed method, we also compare the predictive accuracy with the approach presented in [26] and [27]. We utilize the methods to make short-term, middle-term and long-term predictions of AQI in Harbin. The forecasting errors of the two comparison models are shown in Tables 15–16. Compared with the two hybrid models proposed in 2017, we can find that the horizontal prediction errors of WPD-MELM-MSK-MELM is much smaller than VMD-PSO-BPNN-ADD and CEEMDAN-DE-ELM-ADD. The Ds values of WPD-MELM-MSK-MELM in short-term prediction, middle-term prediction and long-term predictions are 91.30%, 91.02% and 90.96% respectively. The maximum Ds values of the two compared models is 79.00%. It shows that the proposed WPD-MELM-MSK-MELM method has better performance on both horizontal accuracy and directional accuracy.

### 4. Conclusions

We present a novel hybrid WPD-MELM-MSK-MELM learning approach for predicting AQI. In the proposed method, WPD is
applied to decompose the AQI data, PIO is modified by PSO and then IPIO is utilized to optimize the parameters of ELM. MELM is employed to forecast and ensemble the subseries and MSK are adopted to cluster the forecasting outcomes. For further testing the predictive capability of the proposed WPD-MELM-MSK-MELM method, we make the short-term, middle-term and long-term predictions of the hourly AQI data in Harbin and compare with five kinds of decomposition approaches. The forecasting outcomes illustrate that the hybrid WPD-MELM-MSK-MELM...
method have excellent performance on horizontal accuracy, directional accuracy and robustness and WPD is more suitable than VMD, SSA, CEEMDAN and FEEMD to decompose AQI. The empirical results also show that the proposed approach has good
### Table 14
Forecasting errors of AQI in Wuhan.

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>NRMSE (%)</th>
<th>RMSE</th>
<th>Ds (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term prediction</td>
<td>0.1531</td>
<td>0.3139</td>
<td>0.1823</td>
<td>100.0000</td>
</tr>
<tr>
<td>Middle-term prediction</td>
<td>0.2343</td>
<td>0.5229</td>
<td>0.3308</td>
<td>93.4132</td>
</tr>
<tr>
<td>Long-term prediction</td>
<td>0.2888</td>
<td>0.6138</td>
<td>0.5470</td>
<td>90.1252</td>
</tr>
</tbody>
</table>

### Table 15
Forecasting errors of VMD-PSO-BPNN-ADD [26].

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>NRMSE (%)</th>
<th>RMSE</th>
<th>Ds (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term prediction</td>
<td>2.2237</td>
<td>4.9920</td>
<td>3.1720</td>
<td>73.9130</td>
</tr>
<tr>
<td>Middle-term prediction</td>
<td>2.9655</td>
<td>6.7453</td>
<td>3.8368</td>
<td>76.6467</td>
</tr>
<tr>
<td>Long-term prediction</td>
<td>3.9896</td>
<td>6.9102</td>
<td>5.7471</td>
<td>78.9986</td>
</tr>
</tbody>
</table>

### Table 16
Forecasting errors of CEEMD-VMD-DE-ELM-ADD [27].

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>NRMSE (%)</th>
<th>RMSE</th>
<th>Ds (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term prediction</td>
<td>3.3884</td>
<td>7.0888</td>
<td>4.5043</td>
<td>73.9130</td>
</tr>
<tr>
<td>Middle-term prediction</td>
<td>5.2650</td>
<td>12.0424</td>
<td>6.8498</td>
<td>62.2754</td>
</tr>
<tr>
<td>Long-term prediction</td>
<td>7.9901</td>
<td>14.4952</td>
<td>12.0553</td>
<td>71.6273</td>
</tr>
</tbody>
</table>

precise on short-term prediction, middle-term pre-
diction and long-term prediction. In future studies, we will
lize the deep learning models and multi-objective optimization
methods or other optimization approaches to improve the fore-
casting precision. Meanwhile, we will also take the seasonality,
weather, holiday and other factors into account for the prediction
of air pollution concentrations. We can also adopt the proposed
method to predict other air pollution concentrations, wind speed,
electricity price and other nonstationary time series.
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### Appendix. List of abbreviations

Here, all terms mentioned in this paper and their definitions
are listed in alphabetical order:

- AQI — air quality index
- BPNN — back propagation neural network
- CEEMD — complementary ensemble empirical mode decompo-
sition
- CEEMDAN — complementary ensemble empirical mode decom-
position with adaptive noise
- CEEMDAN-MELM-ADD — the method utilizing CEEMDAN as the decompo-
sition approach, MELM as the predicting approach and ADD as the ensemble
approach
- CEEMD-VMD-DE-ELM — the method utilizing CEEMD and VMD as the decomposition approaches, DE as the optimization ap-
proach, ELM as the predicting approach and ADD as the ensemble
approach
- CPSO — chaotic particle swarm optimization
- DE — differential evolution
- DM — Diebold–Mariano
- Ds — directional symmetry
- EEMD — ensemble empirical mode decomposition
- ELM — extreme learning machine
- FEEMD — fast ensemble empirical mode decomposition
- FEEMD-MELM-ADD — the method utilizing FEEMD as the decom-
position approach, MELM as the predicting approach and ADD as the ensemble
approach
- GA-WNN — the hybrid approach combining wavelet neural net-
work and genetic algorithm
- GRNN — generalized regression neural network
- IPIO — improved pigeon-inspired optimization
- MAE — Mean absolute error
- MELM — modified extreme learning machine
- MSK — multidimensional scaling and K-means
- MSK — Multidimensional scaling
- NRMSE — normalized root mean square error
- PC — parallel chaos algorithm
- PC-ELM — the forecasting method utilizing the PC algorithm to
parameters of ELM
- PIO — pigeon-inspired optimization
- PIO-BPNN — the forecasting method utilizing the PIO algorithm to
parameters of BPNN
- PIO-ELM — the forecasting method utilizing the PIO algorithm to
parameters of ELM
- PIO-GRNN — the forecasting method utilizing the PIO algorithm to
parameters of GRNN
- PSO — particle swarm optimization
- PT — Pesaran–Timmermann
- RMSE — root mean square error
- SSA — singular spectrum analysis
- SSA-MELM-ADD — the method utilizing SSA as the decompos-
tion approach, MELM as the predicting approach and ADD as the ensemble
approach
- VMD — variational mode decomposition
- VMD-MELM-ADD — the method utilizing VMD as the decompo-
sition approach, MELM as the predicting approach and ADD as the ensemble
approach
- VMD-PSO-BPNN-ADD — the method utilizing VMD as the decompo-
sition approach, PSO as the optimization approach, BPNN as the predicting approach and ADD as the ensemble
approach
- WD — wavelet decomposition
- WPD — wavelet packet decomposition
- WPD-FEEMD-MELM-ADD — the method utilizing WPD and
FEEMD as the decomposition approaches, MELM as the predicting
approach and ADD as the ensemble
approach
- WPD-MELM-ADD — the method utilizing WPD as the decompo-
sition approach, MELM as the predicting approach and ADD as the ensemble
approach
- WPD-MELM-MELM — the method utilizing WPD as the decompo-
sition approach, MELM as the predicting approach and MELM as the ensemble
approach
- WPD-MELM-MSK-MELM — the method utilizing WPD as the decompo-
sition approach, MELM as the predicting approach, MSK as the clustering approach and MELM as the ensemble
approach
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