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In this paper, we conduct the design of the automatic carrier landing system (ACLS) for aircraft, which 
can integrates the aircraft flight control system, throttle control system, inertial navigation sensors, and 
shipboard AN/SPN-42 tracking radar and computer system to achieve fully automatic approach control 
to the carrier deck in all weather conditions. In order to obtain the better dynamic response of the 
longitude command, a novel control parameter design method is presented for the automatic carrier 
landing system. To overcome difficulties in the manual parameter adjustment task, the Lévy flight based 
pigeon-inspired optimization (PIO) algorithm is utilized by converting the parameter design problem 
to an optimization problem. To optimize control parameters in the H-Dot autopilot and the approach 
power compensation system, a weighted linear cost function in the time domain is adopted. Series of 
experiments are conducted to demonstrate the feasibility and effectiveness of our method. Comparative 
results indicate that our method is much better than other methods. With the help of the optimization 
algorithm, ACLS can have better performance in dynamic responses.

© 2016 Elsevier Masson SAS. All rights reserved.
1. Introduction

Landing aircrafts on the carrier can be a daunting task due 
to the ship motion and the air turbulence, which requires pre-
cise control of the flight path within the narrow landing window. 
To help ease pilot’s assignment, automatic carrier landing system 
(ACLS) has been developed. In general, ACLS consists of the car-
rier tracking radar, radio data link, control systems and digital 
computers. It provides automatic control of the flight path angle 
and approaching speed. After the measurement of aircraft motion, 
control command is calculated and sent to the aircraft to achieve 
accurate flight path control.

Aircraft flight control system designed for these requirements 
is made up of the aircraft autopilot and the approach power com-
pensation system (APC), so that it can provide automatic flight and 
thrust control [1]. According to the process of automatic landing, 
the ship borne radar system to track the position of the aircraft 
and calculate the H-Dot command [2–4]. After that, the command 
is transmitted to the aircraft via a data link. Flight control system 
H-Dot command to control the aircraft slid along the precise flight 
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path while the approach power compensation system keep the an-
gle of attack at a constant value [5].

The ACLS’ design goal is to achieve a precise landing in low vis-
ibility weather, night visibility conditions, with the deck motion 
due to the high seas and the air behind the carrier, which calls for 
a very high demand towards the choice of the parameters in the 
ACLS. It’s a very difficult and time-consuming task for the designer 
to adjust the parameters so as to achieve the rapid and accurate re-
sponse to the command signal, especially when the control system 
has the coupled control structure with a large number of parame-
ters.

Parameter adjusting by intelligent optimization algorithm is a 
very effective and practical way to acquire the optimal param-
eters for the control system, which gains more and more pop-
ularity in recent years. Lots of population-based swarm intelli-
gence algorithms were put forward, such as ant colony optimiza-
tion (ACO) [6], particle swarm optimization (PSO) [7], artificial bee 
colony (ABC) algorithm [8,9], differential evolution (DE) algorithm 
[10], brain storm optimization (BSO) [11–14] and so on. Many re-
searchers have applied these bio-inspired optimization algorithms 
to the parameters optimization problem and achieved remarkable 
success in their studies.

In recent years, many new bio-inspired optimization algorithms 
were proposed. All these algorithms were trying to offer the opti-
mization problems with better practical solution. Among them, a 
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new bio-inspired optimization algorithm, namely pigeon-inspired 
optimization (PIO) algorithm, which was firstly proposed by Duan 
and Qiao [15] in 2014, is a method that cannot be underestimated. 
According to the behavior of pigeons in finding the destination, the 
algorithm consists of two operators. Map and compass operator is 
based on magnetic field and sun, while the landmark operator is 
based on the landmark. The feasibility and the rapidness of the al-
gorithm have already been proved by many researchers, and they 
applied this algorithm to solve several optimization problems and 
made PIO more effective [16–23].

In this study, we make some improvement to the basic PIO by 
redesigning the two operators with Lévy flight walk model [24,
25], and name the new algorithm Lévy flight based pigeon-inspired 
optimization (LFPIO). To illustrate the effectiveness of LFPIO, we 
apply LFPIO, PIO, PSO and DE to optimize the control parameters in 
the F/A-18A ACLS. The control parameters in the H-Dot command 
autopilot and APCS are optimized by minimizing the cost functions 
defined in the time domain.

The remainder of this paper is organized as follows. In Sec-
tion 2, we briefly introduce the 6-DOF (six-degree-of-freedom) 
nonlinear dynamic model of F/A-18A, and descriptions of the main 
components of ACLS including the inner loop, the H-Dot autopi-
lot loop and APCS in this section. A detailed introduction of the 
basic PIO and the detail of LFPIO algorithm will be introduced in 
Section 3. In Section 4, the control parameter optimization method 
based on LFPIO and the cost function are presented, followed by 
comparative experimental simulation and result analysis in Sec-
tion 5. Finally, our concluding remarks are given in the last section.

2. Automatic carrier landing system

2.1. Longitude dynamic model of unmanned aerial vehicle

In this work, a 6-DOF motion model was considered. Suppos-
ing ground coordinate system for the inertial coordinate system, 
unmanned aerial vehicles to be rigid and its mass and center of 
gravity does not change over time.

According to the theory of 6-DOF motion of a rigid body, air-
craft navigation space equations are:⎧⎨
⎩
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Equations of motion for the aircraft are as following:⎧⎨
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The force equations are as following:
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The moment equations are as following:⎧⎨
⎩
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where c1, c2, . . . and c9 in Eq. (5) stand for the constant of inertia 
respectively as follows.
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Considering the aircraft model with conventional control surfaces, 
the aerodynamic forces and moments in the model can be ob-
tained by the calculation of the aerodynamic derivatives as follows:⎧⎨
⎩
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where (x, y, z) are the variation of position, (p, q, r) are the angu-
lar velocity of the body around axis of rotation, (u, v, w) along the 
body axis motion linear velocity, (φ, θ, ψ ) are roll angle, pitch and 
yaw angles, (L̄, M, N) are rolling moment, pitching moment and 
yawing moment, (D, Y , L) are the drag force, the lateral force
and the lift. δe, δa and δr are the deflection of elevator, the aileron 
and the rudder.

2.2. Vertical rate referenced autopilot

Based on the aircraft model, the ACLS is designed to be consist 
of three parts: the inner loop, the APCS and the H-Dot autopilot 
[1,5]. In fact, the controller for the ACLS in this paper is similar 
to the traditional PID controller. The autopilot and approach power 
compensation system use these attitude angle commands to con-
trol the flight-path angle of the aircraft to eliminate the altitude 
error.

In the control structure of the inner loop as shown in Fig. 1, the 
pitch rate is controlled to achieve rapid dynamic response. A struc-
ture filter and a lag-lead filter are utilized in the feedback loop in 
order to reduce the noise in high frequency and avoid the body 
structure resonance of the plane.

Generally, as the speed of aircraft almost remain unchanged 
during the carrier landing, the vertical rate can be described as 
ḣ = V sinγ , where V is the velocity and γ is the flight path angle. 
To maintain the aircraft tracing a landing path, the control of the 
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Fig. 1. Block diagram of ACLS inner loop.
path angle can be converted to the control of the vertical rate [2]. 
Thus, the H-Dot command autopilot utilizes the vertical rate signal 
as the feedback signal. To increase the damping ratio, the vertical 
accelerate signal is introduced in the feedback loop.

As the control of the vertical rate is equivalent to the control 
of the flight path angle, and the differential of the vertical rate 
can be proportional to normal overload. Thus we can use the flight 
path angle and the normal overload as feedback to the vertical rate 
autopilot so as to reduce the noise caused by direct differential.

2.3. APCS with constant angle of attack

The autopilot response to the commanded pitch angle, but the 
flight-path angle must be controlled as well in the automatic land-
ing system by keeping the angle of attack of the airplane. To ensure 
the aircraft tracing a landing path with the constant angle of attack 
and velocity, the APCS is applied. The commonly used approach 
power compensation system includes the structure of keeping con-
stant speed and constant angle of attack. Previous researches have 
done lots of research to demonstrate that the path angle can track 
the pitch angle quickly and accurately under the control of the ap-
proach power compensation system with constant angle of attack 
[1]. So we design an approach power compensation system with 
the structure of keeping constant angle of attack in this paper.

In this paper, four signals are adopted in the APCS as the feed-
back signals, namely the angle of attack, the normal overload, the 
pitch rate and the elevator command. The angle of attack is de-
signed to trace a constant command angle. The normal overload 
was designed to increase the speed of response. The pitch rate sig-
nal can increase the damping ratio. The elevator command signal 
can relieve the deflection of the elevator.

3. Lévy flight based PIO optimized algorithm

3.1. The basic PIO algorithm

PIO algorithm is a new kind of particle swarm optimization 
method from pigeon’s behavior, which requires personal and global 
optimization and local optimal information particle. PIO is made 
up of two operators according to the behavior of pigeons in finding 
the destination. They are map and compass operator and landmark 
operator, with the help of the individual and global best position in 
conduction of the two operators, they achieve better performance 
in searching destination.

(1) Map and compass operator:
In this operator, the rules are defined with the position Xi and 

the velocity V i of pigeon i, and the position and velocity in a 
D-dimension search space are updated in each iteration. The new 
position and velocity of pigeon i at the t-th iteration can be calcu-
lated with the following equations:

V i(t) = V i(t − 1) · e−Rt + rand · (Xg − Xi(t − 1)
)

(8)

Xi(t) = Xi(t − 1) + V i(t) (9)

where R is the map and compass factor, rand is a random number 
ranging from 0 to 1, and Xg is the current global best position, 
which can be obtained by comparing all the positions of the pi-
geons.

(2) Landmark operator:
In this operator, half of the number of the pigeons are de-

creased in every generation. In order to get to the destination 
quickly, the rest of the pigeons fly straight to the destination. Let 
the Xc be the center position of the pigeons, the position updat-
ing rule for pigeon i at the t-th iteration are given in the following 
equations:

Np(t) = Np(t − 1)

2
(10)

Xc(t) =
∑

Xi(t) · fitness(Xi(t))

Np · ∑ fitness(Xi(t))
(11)

Xi(t) = Xi(t − 1) + rand · (Xc(t) − Xi(t − 1)
)

(12)

where Np is the number of the pigeons, while the fitness is the 
cost function of a pigeon. For minimum optimization, we can 
choose the minimum to be the destination function.

3.2. Lévy flight based PIO algorithm

To improve the PIO algorithm, we redesigned two operators in-
stead of basic operators. Two new operators, namely Lévy flight 
based map and compass operator and logsig function based land-
mark operator, are given as follows:

(1) Map and Compass operator with Lévy flight walk model
Lévy flight has been demonstrated that it is the best one of 

random walk models and is a Markov process [29]. In the process 
of walking, the step length is a heavy-tailed Lévy distribution. The 
simplified Lévy flight can be described as following:

L(s) ∼ |s|−1−δ (13)

where s denotes random step length and 0 < δ ≤ 2 is an index. 
When searching a unknown and large-scale space, Lévy flight is 
more effective than Brown motion, because the variance of Lévy 
flight increases more rapidly. The two kinds of variances are shown 
as follows:

σ 2
Brown(s) ∼ s (14)

σ 2
Levy(s) ∼ s3−δ, 1 < δ ≤ 2 (15)

In Lévy flight, some solutions execute local search, and others ex-
ecute global search. This mechanism can balance the diversity and 
the convergence speed. At the same time, Lévy flight can simulate 
the search behaviors of some animals such as the fish school, the 
pigeon flock and the wolf pack. Hence, we use this mechanism to 
design the new map and compass operator. Here, Lévy flight can 
be implemented by Mantegna’s algorithm [30], and the operator 
can be implemented by following equations:

Xt = Xp(t − 1) + step ◦ randn (16)

step = s ⊕ (
X(t − 1) − Xg

)
(17)

s = μ
1/δ

, δ = 1.5 (18)
|v|
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μ ∼ N
(
0,σ 2

μ

)
, v ∼ N

(
0,σ 2

v

)
(19)

σμ =
{

Γ (1 + δ) sin(πδ/2)

Γ [(1 + δ)/2]δ · 2(δ−1)/2

}1/δ

, σv = 1 (20)

where N denotes the normal distribution, s represent random step 
length and X are vectors, ⊕ denotes the Hadamard product, and 
randn is also a vector in which each element is a random number 
obeyed normal distribution. In addition, the elite selection strategy 
is utilized to improve the ability of local search and described by 
the following equation:{

Xp(t) = Xt, if fitness(Xt) < fitness(Xp(t − 1))

Xp(t) = Xp(t − 1), if fitness(Xt) ≥ fitness(Xp(t − 1))
(21)

(2) Landmark operator with logsig function
In PIO algorithm, the landmark operator can accelerate the con-

vergence of algorithm. However, the operator easily leads to the 
premature convergence, and all solution will be trapped into lo-
cal optima. In order to avoid the problem, we adopt the adaptive 
logsig function [12] to adjust the step length of search. Detailed 
equations are given as follows:

X j
t = X j

p(t − 1) + Length · randn ⊕ (
Xg − X j(t − 1)

)
(22)

Length = logsig

(
Nc · ζ − I

k

)
(23)

where j denotes the j-th dimension of solution, ζ and k are the 
adaptive parameters of logsig function. The parameter ζ decides 
when the search converges.

4. Control parameters optimization based on LFPIO

4.1. Problem formation

The control gains tuning of the vertical rate referenced guid-
ance system and the approach power compensation system can be 
treated as the typical continual spatial optimization problem.

Our purpose is that the ACLS can remain the angle of attack 
while the vertical rate autopilot can response in an accuracy and 
fast way. Here we choose six control parameters to be optimized 
from the h-dot autopilot and APCS as shown in Fig. 2 and Fig. 3:

X = [K1, K2, K3, K4, K5, K6]
As the control system in APCS and h-dot autopilot are coupled each 
other, it’s necessary to achieve the optimization of both systems 
at the same time. According to the function of both systems, we 
need to eliminate the error between the angle of attack and the 
reference command while keeping the vertical rate response in a 
rapid and accurate way. Hence, we put forward the cost function 
of this multi-object optimization problem as follows.
Fig. 2. Block diagram of ACLS outer loop.

The first cost function aims to eliminate the error between the 
attack angle and the reference attack angle command. We achieved 
this purpose by calculating the integration of the absolute value of 
the error which is defined as following:

f1 =
∫ ∣∣α(t) − αcom

∣∣dt (24)

The second cost function represents the requirement of keeping a 
good response of the vertical rate. We transfer this problem into 
one which can reduce the error between the vertical rate and the 
vertical rate command as following:

f2 =
∫ ∣∣ḣ(t) − ḣcom

∣∣dt (25)

As the control parameter optimization is a multi-objective opti-
mization problem. In this paper, we use the weighting method to 
solve this problem. The two objective functions defined above are 
combined into one cost function using different weighting factors:

f = ω1 f1 + ω2 f2 (26)

where ω1 and ω2 are the weighting factors of the two fitness func-
tions.

4.2. Implementation procedure of LFPIO for parameter optimization

The procedure of ACLS parameter optimization based on the 
LFPIO algorithm is as following:

Step 1: Initialize the parameters in LFPIO algorithm, namely the 
space dimension D , the population size Np , the maximum itera-
tion number Ncmax and the control parameter k in logsig function 
and initial the random set of the pigeons.

Step 2: Evaluate the fitness function of pigeons. The parameters 
of each individual are initialized in Step 1. Subsequently, utilize the 
Eq. (26) to compute the fitness value of the pigeons.

Step 3: Conduct the Lévy flight operator to generate new pigeon 
according to Eq. (16) and Eq. (17).

Step 4: Update the elite individual according to Eq. (21).
Fig. 3. Block diagram of APCS.
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Fig. 4. Flow chart of the LFPIO algorithm for ACLS parameter optimization.

Step 5: According to Eqs. (22) and (23), conduct the landmark 
operator to generate new pigeon.

Step 6: If Np pigeons have been generated, go to Step 7. Other-

wise, go to Step 3.
Table 1
Geometric parameters of aircraft.

Mass m (kg) Geometric mean 
chord c (m)

Span b (m) Wing area S (m2)

14000 3.488 11.4 37.16
Ix (kg m2) I y (kg m2) Iz (kg m2) Ixz (kg m2)

31184 156910 230411 −4028

Step 7: Output the results when the current number of itera-
tions Nc reaches Ncmax. Otherwise, go to Step 3.

The flow chart of the proposed LFPIO for ACLS parameters op-
timization problem is shown in Fig. 4.

5. Simulation and analysis

In order to demonstrate the effectiveness of the LPIO algorithm, 
comparative experiments of LFPIO algorithm with other algorithms 
in the optimization of ACLS parameters were conducted. All ex-
periments are performed using MATLAB R2014b on a PC with a 
Core II 2.4 GHz CPU and 4 G of RAM. The response of the angle of 
attack and the vertical rate were compared and analyzed. The ex-
periment of the aircraft landing through the wind disturbance was 
also conducted.

5.1. Simulink block of ACLS

In this paper, F/A-18A geometric parameters and aerodynamic 
derivatives [26–28] were used to set up the longitude dynamic 
model of the aircraft as shown in Tables 1 and 2.

As the landing process of the craft in on al low height above 
the sea, we choice the sea level height as the trim height. The trim 
values of the longitude states are: V 0 = 69.96 m/s, γ0 = −3.5 deg
and α0 = 8.1 deg.

The inner loop of autopilot of the unmanned aerial vehicle 
Simulink block was set up as shown in Fig. 5 below, considering 
the limitation of the elevator, the amplitude limit is from −24◦ to 
10.5◦ and the speed limit is from −40◦ to 40◦ .

The frequency response between the ACLS inner loop with lag-
lead filter and the common CAS with unit negative feedback com-
parison is shown as following in Fig. 6.

The inner loop structure with the feedback structure has a large 
gain in the middle and low frequency segment, and it can effec-
tively improve the dynamic characteristics of the system compared 
to the conventional structure in the phase.
Table 2
Aerodynamic derivatives of aircraft.

Drag coefficient, lateral force 
coefficient, lift coefficient

C D0 C Dα CY β CL0 CLα CLδe

0.1027 0.7476 −0.8022 0.8229 2.7584 0.4894

Rolling moment coefficient Clβ Clp Clr Clδa Clδr−0.1203 −0.38 0.013 0.1834 0.0172

Pitching moment coefficient Cm0 Cmα Cmq Cmδe

0.0603 −0.4260 −3.5432 −0.6596

Yawing moment coefficient Cnβ Cnp Cnr Cnδa Cnδr

0.0974 −0.0503 −0.2401 0.0115 −0.0859

Fig. 5. Simulink block of inner loop.
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Fig. 6. Frequency response comparison.
Fig. 7. Simulink block of H-Dot autopilot loop.

Based on the structure of the inner loop of the autopilot, the 
flight path angle and the normal overload were used as feedback to 
the vertical rate control and the angle of attack, the normal over-
load, the pitch rate and the elevator command were used as the 
feedback signal for APCS. The Simulink block was built as shown 
in Fig. 7 and Fig. 8.

Based on the structure of autopilot and APCS, a PID-type guid-
ance system was built to guide the aircraft to land on the carrier 
while tracing the expected H-Dot command. The Simulink block is 
shown in Fig. 9.
Fig. 8. Simulink block of APCS.

Fig. 9. Simulink block of guidance system.
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Fig. 10. Comparative cost function of LFPIO with other optimizations.

Table 3
Comparative optimization results.

Algorithm Control parameters Fitness 
valueK1 K2 K3 K4 K5 K6

LFPIO 0.01 1.9886 0.0393 1.4172 0.0684 1.4458 2085.88
PIO 0.01 3.00 0.01 1.7131 0.3590 0.01 2111
PSO 0.01 3.00 0.01 1.7561 0.01 0.5712 2132.7
DE 0.0162 2.1322 0.0127 1.6739 0.9499 0.1571 2158.9
5.2. Optimization results of ACLS

Due to the fast convergence speed and the ability to jump out 
of the local optimum, many classical optimization algorithm were 
adopted to the field of the control parameter optimization, such as 
differential evolution (DE) algorithm and the particle swarm opti-
mization (PSO). DE optimizes a problem by maintaining a popula-
tion of candidate solutions and creating new candidate solutions 
by combining existing ones according to its simple formulae, and 
then keeping whichever candidate solution has the best score or 
fitness on the optimization problem at hand. PSO solves a prob-
lem by having a population of candidate solutions, here dubbed 
particles, and moving these particles around in the search-space 
according to simple mathematical formulae over the particle’s po-
sition and velocity. They can optimize a problem by iteratively try-
ing to improve a candidate solution with regard to a given measure 
of quality. In order to investigate the feasibility and effectiveness 
of the Lévy flight based PIO (LFPIO) algorithm with Lévy flight ap-
proach for adjusting of automatic landing system parameters, the 
comparative experiments with DE, PSO, the original PIO was con-
ducted.

To ensure fair and valid comparisons, initialization parts of 
these optimization methods are the same, which can avoid the ef-
fect of initialization. Parameters such as the population size and 
the maximum iteration number are also consistent. The popula-
tion size and the iteration number are both set to be 30. Search 
range of the parameters ranging from 0.01 to 3. Comparative fit-
ness function results are shown in Fig. 10.

The final optimization results generated by LFPIO, PIO, PSO and 
DE algorithms and the minimum fitness function values are shown 
in the Table 3 respectively.

From Fig. 10 and Table 3, it’s easy to find that starting from 
the same initial fitness function value, LFPIO can attain the lowest 
fitness function value among these optimization algorithms. The fi-
nal fitness function value of basic PIO is higher than that of LFPIO, 
which demonstrates the improvement with the help of Lévy flight 
walk model and new logsig function. Although, basic PIO and PSO 
algorithm can also converge very quickly during the first 10 itera-
tions as shown in the curve above, they fall into the local optimal 
solution at about 20 iterations while LFPIO can keep on search-
ing to reach a lower fitness function value. As a conclusion, LFPIO 
algorithm has a faster convergence speed and better optimization 
ability than other algorithms do.

In order to verify the effectiveness of the optimization, series of 
experiments were conducted to present the comparative results of 
the responses of angle of attack and vertical rate as follows.

Suppose the AIRCRAFT fly in the steady level flight state ini-
tially, given the AIRCRAFT 5 m/s ḣcom command and the reference 
angle of attack command of 8.1◦ , the comparative response of the 
angle of attack, the vertical rate, the pitch angle and the pitch rate 
are illustrated respectively as follows.

It’s obvious that from the curves of comparative experiments in 
Fig. 11, ACLS with APCS can eliminate the error of angle of attack 
with the parameters optimized by algorithms in this paper with 
different dynamic response. DE optimized ACLS with the highest 
fitness function value has greater negative overshoot than the rest 
in the error of angle of attack. Though response from PSO has the 
smallest negative overshoot, it takes much longer time to eliminate 
the error than the rest. LFPIO optimized control system has a faster 
response and less oscillation in angle of attack compared with the 
rest.

From the curves of comparative experiments in Fig. 12, vertical 
rate autopilot can also eliminate the error of vertical rate with the 
parameters optimized by algorithms in this paper. DE optimized 
ACLS has an overshoot at about 20% in the response of vertical rate 
while the rest are no more than 12%. ACLS optimized by LFPIO and 
PIO can eliminate the error and only need adjustment time of 5 s
to while ACLS optimized by PSO requires 5.5 s.

LFPIO and PIO optimized ACLS take about 6 s to reach the 
steady in the pitch angle response as shown in Fig. 13 while PSO 
and DE optimized ACLS have the adjustment time for about 8 s. 
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Fig. 11. Comparative results of error of angle of attack.

Fig. 12. Comparative results of error of h-dot.

Fig. 13. Comparative results of pitch angle.
LFPIO optimized ACLS can also have more steady performance in 
pitch rate response as shown in Fig. 14.

It can be concluded that aircraft had better dynamic response 
by using the control parameters generated by LFPIO, which means 
it can acquire more stability and rapidity with the help of LFPIO 
algorithm.

Based on the LFPIO optimized control parameters, given the 
AIRCRAFT slop altitude command through the vertical wind distur-
bance of −4 to 4 m/s. The results of the vertical wind disturbance 
is shown in Fig. 15, while the altitude command and the response 
of the aircraft is shown in Fig. 16, and the error of the altitude 
response is given in Fig. 17.
From the landing experiments results in Figs. 16 and 17, the 
aircraft can accurately track the altitude command in about 20 s
and the maximum altitude error is less than 12 m. The vertical 
wind disturbance doesn’t have significant influence on the land-
ing track of the aircraft. It can be concluded that the automatic 
landing system with LFPIO optimized parameters can successfully 
guide an aircraft flying through the vertical wind disturbance along 
the command track.

6. Conclusions

In this paper, we established the automatic carrier landing sys-
tem in Simulink environment for unmanned aerial vehicle in six-
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Fig. 14. Comparative results of pitch rate.

Fig. 15. vertical wind disturbance.

Fig. 16. Altitude response of the aircraft.

Fig. 17. Altitude error of the aircraft.
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degree-of freedom nonlinear model. Then we introduce the basic 
PIO algorithm and Lévy flight based PIO algorithm and applied 
the LFPIO to the parameter optimization in ACLS. The compara-
tive experiment of the fitness function value of LFPIO with other 
algorithms was conducted and LFPIO had better performance in 
jumping out of the local optimal solution. The optimization results 
of LFPIO was analyzed and response more steadily and rapidly to 
the vertical command and the aircraft can successfully accomplish 
the landing mission through the wind disturbance.

In the future, we will continue our research on the optimization 
of the control parameter in automatic carrier landing system. In or-
der to embody the requirement of control precision and steady in 
a better way, we will devote ourselves to the cost function devel-
opment and do more research on the improvement on the multi 
objective optimization.
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