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#### Abstract

The canonical Pigeon-inspired optimization (PIO) possesses excellent local exploitation capability and can provide a very fast convergence speed, but it is also easily trapped in local optima especially when facing complex problems. In order to take full advantage of the superior local exploitation capability, and at the same time enhance the global exploration capability of PIO, we present a modified PIO called high-level target navigation PIO (HTNPIO). The HTNPIO includes three strategies, selective mutation strategy (SMS), levy-based map-compass strategy (LMS), and enhanced landmark strategy (ELS). In the strategies, two kinds of mutation strategies and a simple levy-flight operator are performed. What's more, an LMSELS probability is proposed to balance the exploration and exploitation. In order to test the performance of the proposed optimizer, HTNPIO is made comparisons with other 15 PIO and advanced heuristic algorithms on the IEEE CEC2017 benchmark problems and 5 real world optimization problems. Experimental results demonstrate that HTNPIO defeats all the competitors on the CEC2017 benchmark problems including the extraordinarily competitive LSHADE, and also exhibits extremely competitive performance in dealing with the real-world problems. Therefore, HTNPIO might be effective to provide promising solutions in various function and industrial optimization problems.
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## 1 Introduction

Complex parameter optimization problems require more intelligent and automated computations in various practical industrial applications [1, 5-7, 11, 23, 25, 45, 53, 59]. Traditional gradient methods require function information and are not suitable for solving non-convex optimization problems [76]. To work out multimodal and discontinuous optimization problems more effectively, researchers have presented a large number of heuristic methods. The most popular heuristic methods include evolutionary algorithms and swarm

[^0]intelligent algorithms, such as genetic algorithm (GA) [15, 47, 66], differential evolution (DE) [14, 26, 51, 55], particle swarm optimization (PSO) [12, 39, 58, 69], ant colony optimization (ACO) [19, 28, 50], artificial bee colony (ABC) [17, 57], Cooperative Framework for Fireworks Algorithm(CoFFWA) [74, 78], Moth-flame optimization algorithm (MFO) [40, 48, 56, 67] and so on. Most heuristic methods are inspired by the evolutionary law or survival law of the the natural species, which have been proved to be able to effectively solve the complex problems.

Pigeon-inspired optimization (PIO) is a new swarm intelligent optimization method, which has attracted widespread attention since proposed by Duan and Qiao [20] in 2014 for solving air robots path planning problems. Simulating the homing behavior of pigeons, PIO utilized the map and compass operator and landmark operator to find the solutions of problems, and can provide a very fast convergence rate, so it makes good sense for problems that require fast convergence in a short time. One of the most popular applications of PIO is to solve unmanned aerial vehicle (UVA) problems [18, 22, 24, 31, 32, 52, 64, 68]. Besides, due to its simple concept and efficient search, PIO has also been successfully applied to solve various industrial problems
such as the air robots path planning problems [20, 73], feature selection problems [2, 49], and other critical problems [3, 9, 21, 29, 37, 77, 79]. PIO has been demonstrated to provide faster convergence speed and more accurate solutions than PSO and DE in many optimization problems [2, 18, 31, 73].

However, in order to quickly converge, canonical PIO kept all pigeons learning from the global best position (Gbest) of the entire swarm and actively reduced the population later in the iteration, which resulted in severe premature convergence when fixing higher dimensional problems. In order to better balance the exploration and exploitation abilities, which have been proved as two crucial characteristics of an algorithm [38], various PIO variants have been developed in recent years. Li and Duan [34] proposed a Bloch Quantum-behaved Pigeon-inspired optimization (BQPIO) using Quantum Evolutionary Theory for continuous optimization problems. In this method, the locations of all the pigeons are encoded by the probability amplitudes of quantum bits, and the quantum rotation gates cause the motion of pigeons and then attain diverse searching. BQPIO effectively improves the search capabilities of the original PIO. However, even if quantum behavior improves the performance of BQPIO, the learning method of BQPIO is still single, and the information interaction between particles is still lacking. Inspired by Prey-Predator model, Duan et al [8, 31] presented a predator-prey pigeon-inspired optimization (PPPIO) using predators to remove the bad solutions with specific hunting rate for UAV three-dimensional path planning and UAV ALS longitudinal parameters tuning problems. PPPIO simulates the behavior of predator-prey in nature, treating less-adapted individuals as predators and other individuals as prey. Prey try to move away from the predator to avoid falling into a local optimum. However, this method cannot learn from the optimal value and is very dependent on the selection of parameters, which is less efficient. Sun et al [70] adopted a heterogeneous comprehensive learning strategy to effectively improve the performance of PIO. Two strategies, heterogeneous comprehensive learning strategy and group-divided strategy are employed. In the grouping strategy, two subgroups divide the search effort, one focuses on the exploitation and the other on exploration. In the heterogeneous comprehensive learning strategy, if the fitness of the entire population does not improve within a certain number of generations, the heterogeneous comprehensive learning strategy is executed, so that a specific dimension of a vector is learned from the corresponding dimension of another vector. HCLPIO enhances the comvergence speed of PIO and has been successful in optimizing the application of fractional-orders controllers. Nevertheless, the search strategy of PIO does not provide a good global search capability, so even if individuals learn among
different dimensions, there is no more potential learning object. TAO and Li [27] proposed a cross pigeon-inspired optimization with cognitive factor (CPIO-C) that adds nonlinear incremental inertia weight to the velocity and crosses the map-compass operator and landmark operator. Specifically, perturbation coefficients based on sine and cosine are added to the particle's flight velocity, which can realize a larger step search in the early stage and a preciser search in the later stage compared with PIO. What's more, CPIO-C enables compass and landmark strategies to cross-run with each other, which increases the continuous optimization capability of PIO. Although the perturbation coefficient provides PIO with a larger potential search space and can improve the convergence accuracy to a certain extent, the perturbation coefficient depends on parameter settings, and the algorithm may have completely different performances for different applications. In addition, the learning strategy is limited, making it less likely to search for the optimal value. Zhang and Duan [75] presented a social-class pigeon-inspired optimization (SCPIO) to optimize the multi-UAV path planning problem. SCPIO divides the entire population into top-to-bottom classes, and individuals in the lower classes can only learn from the higher classes, thus achieving unidirectional communications. The disadvantage of this method is that information can only be transmitted in one direction, and the efficient communications of population information cannot be realized. Zhang and Duan [18] proposed a levy flightbased pigeon-inspired optimization (LFPIO), employing a Levy flight operator to improve the capability of random search. Levy flight model is applied to adjust the step length of pigeons in both map-compass operator and landmark operator. By this method, pigeons randomly search in the search space with different step length. LFPIO effectively improves the global search capability of PIO, but it is still prone to falling into local optima because the exemplar are not high-quality. [64] employed cauchy mutation method instead of uniform distribution to jump out of the local optimum, and competed PSO, DE and PIO on the UAV path planning problem. However, the learning mechanism is still single, causing CMPIO to be unable to jump out of the local optimum when faced with complex problems.

However, most of PIO variants still stuck in local optima easily especially when facing complex multimodal problems. Actually, this is attributed to such a fact that there are not sufficient interactions between superior pigeons, which makes it difficult to acquire useful information exchanges to explore more potential solutions. To enhance the interaction between individuals in the population and give full play to the performance of the algorithm itself, employing single or ensemble mutation strategies (MSs) is a recently trend method. [81] introduced MS " $D E /$ rand/1" to the brain storm optimization (BSO) for applications
of ANNs, which enhanced the performance of BSO. [10] adopted an ensemble MS including " $D E /$ current - to lbest $/ 1$ ", " $D E /$ lbest $/ 1 "$, " $D E /$ lbest $/ 2$ " to produce better guidance for particles. [41] applied $D E /$ rand $/ 1$ to moth-flame optimization (MFO), where the elite moths operate MS to generate flames, and then the flame guided the moths to explore the potentiality, thus establishing a positive feedback channel. It maintained the good exploitation performance and enhanced the global search capability of MFO. [43] introduced a differential mutation strategy to increase the population diversity and enhance the global exploration performance of particle swarm optimization (PSO), along with a multidimensional comprehensive learning strategy. Inspired by MS, [80] modified a solution search equation for the employed bee phase of the artificial bee colony algorithm (ABC). [76] applied a composite MS to salp swarm algorithm (SSA) to generate trial vectors. In CMSRSSSA, for each individual, three MSs " $D E /$ rand $/ 1 ", " D E /$ rand $/ 1 /$ bin" and " $D E /$ rand/2/bin" are simultaneously executed to make a competition to select a superior one as a trial vector, which enhanced the exploration and exploitation of SSA. CMSRSSSA is demonstrated to outperform the winners of the related IEEE CEC competition.

The success of the above algorithms is jointly attributed to the inspiration of MS. However, since each algorithm has special properties, MSs should be combined with the specific algorithms in unique ways. Dialectically, finding a proper and efficient way to implement MSs can greatly enhance the performance of the specific algorithm, otherwise it will only waste computing resources. For example, PIO has the weakness that it is easy to fall into local optimum, so the MSs with more random search capabilities are much more suitable for PIO.

In this paper, a high-level target navigation pigeoninspired optimization (HTNPIO) is presented with three strategies: selective mutation strategy (SMS), levy-based map-compass strategy (LMS), and enhanced landmark strategy (ELS). The selective mutation method ("DE/
rand $/ 1 /$ bin" or " $D E /$ rand/2/bin") is utilized to generate high-level targets to improve the exploration ability of PIO, and the levy-flight method is implemented in LMS. Moreover, the landmark operator is modified in HTNPIO, in order to take advantages of PIO's local exploitation capability. In addition, an LMS-ELS probability (LP) mechanism is proposed to maintain a trade off between exploration and exploitation. Visually, the overview diagram of HTNPIO is illustrated in Fig. 1, and the main contributions of this paper are summarized as follows:

1. Apply a selective mutation strategy (SMS) to allow substantial information interactions between different elite pigeons to explore more potential solutions. In SMS, $D E /$ rand $/ 1 /$ bin or $D E /$ rand $/ 2 / b i n$, and crossover method is adopted to generate high-level exemplars (targets). Pigeons learn from high-level targets instead of single global best. Therefore, the exploration capability of PIO is enhanced.
2. A simple levy-flight operator is introduced in levybased map-compass strategy (LMS) to enhance the random search capability of PIO.
3. In order to give full play to the original exploitation and fast converge ability of PIO, the landmark operator of PIO was modified and executed in each iteration crossing with LMS.
4. An LMS-ELS probability (LP) mechanism was proposed to control the execution frequency of the LMS and ELS in each generation. It effectively improves the balance between the exploration and exploitation.
5. The reinforced HTNPIO defeats all the competitors on CEC2017 benchmark problems including the extremely competitive LSHADE, and achieves a best-in-class performance in dealing with practical optimization problems, which suggests that HTNPIO has broad applicable prospects.

The remainder of the paper is arranged as follows. Section 2 presents the related work, introducing the canonical PIO, DE, and levy flight model. Section 3

Fig. 1 Overview diagram of HTNPIO

demonstrates the proposed HTNPIO in detail. Section 4 analyzes the computational complexity of the presented HTNPIO. Section 5 visualize the performance of strategies of HTNPIO. The experimental results of 30 CEC2017 benchmark instances and 5 real world problems are given in Sections 6 and 7, respectively. Discussion is in Section 8. Conclusion is provided in Section 9.

## 2 Related works

### 2.1 Pigeon-inspired optimization

Enlightened by homing pigeons, Duan and Qiao first proposed PIO in 2014, which contains two operators: the map-compass operator and landmark operator. In the early stage of iterations, the map-compass operator is conducted to provide the exploration for the solutions; in the later stage, PIO utilizes landmark operator to accelerate convergence. The maximum iterative number of the two operators are $t_{1}^{\max }$ and $t_{2}^{\max }$, respectively. Note that the position of a pigeon represents a probable solution of the objective function, and its corresponding fitness value represents the objective function value. For instance, for minimum optimization problems, a solution with smaller fitness value represents a better position. Initially, we use formulas (1) and (2) to initialize the position and velocity of pigeons. $X_{i, d}$ and $V_{i, d}$ are the positions and velocity of the $i$ th pigeon in the $d$-th dimension, respectively. $B_{\text {min }}$ and $B_{\max }$ are the minimum and maximum bound of $X_{i, d}$, respectively. "rand" indicates an evenly distributed random number in the range $[0,1]$.

$$
\begin{align*}
X_{i, d} & =B_{\min }+\text { rand } \cdot\left(B_{\max }-B_{\min }\right)  \tag{1}\\
V_{i, d} & =\text { rand } \tag{2}
\end{align*}
$$

### 2.1.1 Map-compass operator

For the $t$-th generation, $t \in\left[1, t_{1}^{\max }\right]$, the map-compass operator is conducted. In this strategy, the velocity of pigeons are disturbed by an attenuation factor $e^{-R \cdot t}$, where the attenuation speed is determined by the map-compass factor $R$. The position and velocity of the $i$-th pigeon in the $t$-th generation are updated by the following formulations (3) and (4):

$$
\begin{align*}
V_{i}(t+1) & =V_{i}(t) \cdot e^{-R \cdot t}+\operatorname{rand} \cdot\left[X_{g}-X_{i}(t)\right]  \tag{3}\\
X_{i}(t+1) & =X_{i}+V_{i}(t+1) \tag{4}
\end{align*}
$$

where $X_{g}$ is the global best position of pigeons obtained so far, and rand is a random number uniformly distributed between 0 and 1 .

### 2.1.2 Landmark operator

When $t_{1}^{\max }<t \leq t_{2}^{\max }$, the landmark operator is implemented. In the landmark operator, the number of pigeons $N P$ is consistently decreased in every generation based on formula (5) as follows:
$N P(t+1)=\frac{N P(t)}{2}$
The pigeons fly towards their destination by following landmarks in this strategy. If pigeons are familiar with the landmarks, they will directly fly to the destination. If they are away from the destination or unfamiliar with the landmarks, they will follow the pigeons who are familiar with the landmarks. $X_{c}^{t}$ stands for the landmark and is the center of all pigeons position at the $t$-th iteration. The half of the pigeons that are away from the destination will follow the center pigeon. Thus, the pigeons can jointly fly to their destination quickly.

The position updating rule for the $i$-th pigeon at the $t$-th iteration can be given by:

$$
\begin{align*}
X_{c}(t) & =\frac{\sum_{1}^{N P(t)} X_{i}(t) f\left(x_{i}(t)\right)}{N P(t) \sum_{1}^{N P(t)} f\left(x_{i}(t)\right)}  \tag{6}\\
f\left(x_{i}(t)\right) & =\left\{\begin{array}{l}
\frac{1}{p_{i}^{t}+\varepsilon}, \text { forminimumproblems } \\
p_{i}^{t}, \text { formaximumproblems }
\end{array}\right.  \tag{7}\\
X_{i}(t+1) & =X_{i}^{t}+\text { rand } \cdot\left[X_{c}^{t}-X_{i}(t)\right] \tag{8}
\end{align*}
$$

Here, $f\left(x_{i}^{t}\right)$ is the quality of the pigeon's position, and $p_{i}^{t}$ is the fitness value of the $i$-th pigeon in the $t$-th generation. rand is a uniformly distributed number between 0 and 1 . When $t>t_{2}^{\max }$, the iterative search for the PIO algorithm is end.

### 2.2 Differential evolution algorithm

Differential evolution (DE) algorithm presented by [55] is an efficient evolutionary computing method for working out various complex optimization problems. Three strategies, mutation, crossover and selection are proposed in DE algorithm. DE algorithm intends to evolve a population of $N$ individuals in $D$-dimension search space towards the global optimum by applying the mutation, crossover, and selection strategy.

### 2.2.1 Mutation strategy

The mutation strategy utilizes existing individuals $X_{i}=$ $\left[x_{i 1}, x_{i 2}, \cdots, x_{i, d}\right], i \in\{1,2, \cdots, N\}$ to generate mutant vector $V_{i}=\left[v_{i 1}, v_{i 2}, \cdots, v_{i, d}\right], i \in\{1,2, \cdots, N\}$. Usually, there are five differential evolution strategies [55].

Particularly, " $D E /$ rand $/ 1 /$ bin" and " $D E /$ rand $/ 2 /$ bin" are the used mutation strategies in this paper, described as follows, where $r 1, r 2, r 3, r 4$ and $r 5$ are five incompatible integers randomly selected from $[1, N]$, which are also different from the $i$ th individual, $t$ is the number of generation.
DE/rand/1/bin:

$$
\begin{align*}
\text { Vector }_{i}^{t}= & X_{r 1}^{t}+F \cdot\left(X_{r 2}^{t}-X_{r 3}^{t}\right)  \tag{9}\\
& +F \cdot\left(X_{r 4}^{t}-X_{r 5}^{t}\right)
\end{align*}
$$

DE/rand/2/bin:

$$
\begin{align*}
\text { Vector }_{i}^{t}= & X_{i}^{t}+F \cdot\left(X_{r 1}^{t}-X_{i}^{t}\right)  \tag{10}\\
& +F \cdot\left(X_{r 2}^{t}-X_{r 3}^{t}\right)
\end{align*}
$$

here, $F$ is the mutation operator that determines the magnification ratio.

### 2.2.2 Crossover strategy

The next binomial crossover strategy is utilized to produce a trial vector $U_{i}=\left[u_{i 1}, u_{i 2}, \cdots, u_{i, d}\right], i \in\{1,2, \cdots, N\}$ and the trial vector can either be the original vector $X_{i}$ or its mutant vector $V_{i}$ depending on the following formulation (10), where $i$ is the individual serial number, and $d$ is the dimension serial number:
$u_{i, d}=\left\{\begin{array}{r}\text { vector }_{i, d},(\text { rand } \leq C R) \text { or } d=d_{\text {rand }} \\ x_{i, d},(\text { rand }>C R) \text { or } d \neq d_{\text {rand }}\end{array}\right.$
where $u_{i, d}$ is the $i$-th trial vector at the $d$-th dimension, rand is a decimal uniformly generated from $[0,1]$, and $C R \in$ $[0,1]$ is the crossover rate. $d_{\text {rand }}$ is the number randomly chosen from 1 to $D$, ensuring that $U_{i}$ is not same as $X_{i}$ in the $d$-th dimension.

### 2.2.3 Selection strategy

In the selection strategy, $U_{i}$ and $X_{i}$ are compared by its fitness value to select the better one as the $X_{i}$ in next generation, $i$ is the current number of the individual, and $t+1$ indicates the next generation. $X_{i}(t+1)$ is updated by (12) for the minimum problems.
$X_{i}(t+1)=\left\{\begin{aligned} U_{i}(t), & f\left[U_{i}(t)\right]<f[\operatorname{Xi}(t)] \\ X_{i}^{t}, & f\left[U_{i}(t)\right] \geq f[\operatorname{Xi}(t)]\end{aligned}\right.$
where $f\left[U_{i}(t)\right]$ and $f\left[X_{i}(t)\right]$ represent the fitness value of $U_{i}(t)$ and $X_{i}(t)$, respectively.

### 2.3 Levy-flight model

Recent diverse heuristic algorithms have exhibited the advantages of Levy distribution [30, 33, 35, 36, 44, 54, 63],
which models a random walk with frequent small steps and occasional big steps. Because the probability density of the step sizes of levy-flight is heavy-tailed, the characteristic allows the search to jump out of a local optimum and start with a new region in search space. Typically, a levyflight based motion pattern goes like: a particle moves locally, walking small steps frequently, and performs big steps occasionally, and then moves locally again. The mathematical model of the levy flight distribution is defined as follows:

$$
\begin{align*}
\chi & =\frac{\lambda}{\|\theta\|^{\frac{1}{\eta}}}, \quad \lambda \sim N\left(\mu, \sigma_{\lambda}^{2}\right), \quad \theta \sim N\left(\mu, \sigma_{\theta}^{2}\right)  \tag{13}\\
\sigma_{\lambda} & =\left[\frac{\Gamma(1+\eta) \cdot \sin \left(\frac{\pi \eta}{2}\right)}{2^{\frac{\eta-1}{2}} \cdot \Gamma\left(\frac{1+\eta}{2}\right) \cdot \eta}\right]^{\frac{1}{\eta}} \tag{14}
\end{align*}
$$

In this paper, the decision parameters are as follows:
$\mu=0, \quad \sigma_{\theta}=1, \quad \eta=0.1$

## 3 High-level target navigation pigeon-inspired optimization

The basic PIO obtains the optimum by following the current leader and updating the followers. If the leader is fallen into local optima, the followers are likely to stuck in local optimum. Therefore, the performance of PIO depends largely on the quality of exemplars. To improve the quality of the exemplars while maintaining the exploitation ability of PIO, HTNPIO is presented with three strategies, selective mutation strategy (SMS), levy-based map-compass strategy (LMS), and enhanced landmark strategy (ELS). First two strategies can make different pigeons obtain frequent interactions for increasing the capacity of global search. The third strategy commits to accelerate convergence. In SMS, we apply two alternative mutation strategies, crossover, and selection operations for the random personal best pigeons ( $P B s$ ) to build highlevel targets. In LMS, the target can be employed to guide the pigeons for exploring more promising solutions, while levy-flight model is introduced to enhance the randomness. In ELS, landmark operator of PIO is operated iteratively to enhance the exploitation. What's more, a linear LMSELS probability (LP) mechanism is proposed to balance the exploration and exploitation. Owing to the navigation of the targets, the pigeons of finding better solutions can be evolved into the new PBs. Such PBs can be further used to produce higher-level targets. In this way, targets and PBs could efficiently promote each other so as to build a positive
feedback between them. The details of the HINPIO are given as follows.

### 3.1 Initialization

In initialization phase, the positions and velocities of pigeons are initialized as same as (1) and (2). Moreover, the targets are initialized as follows, specificly, indices ini represents the initial generation, and $d$ is the number of the current dimension:
$T_{i, d}^{i n i}=B_{\min }+\operatorname{rand} \cdot\left(B_{\max }-B_{\min }\right)$
where $B_{\max }$ and $B_{\min }$ are maximum value of bound and minimum value of bound, respectively.

### 3.2 Selective mutation strategy (SMS)

Inspired by DE algorithm, we adopted mutation, crossover, and selection mechanism to establish connection between different $P B s$ to build the guiding targets. The targets are random, preferable, and rapidly changed to guarantee the diversity and quality of the population. Targets can be divided into three ranks, namely primary targets ( $P T s$ ), intermediate targets (MTs), and high-level targets ( $T s$ ). $P T s$ are first generated by mutation strategy, and evolve into MTs after crossover. Finally, MTs are filtered to become the Ts. Three steps of construction are explained in details as follows.

### 3.2.1 Mutation

Mutation strategy is first utilized to generate primary targets ( $P T s$ ). Two mutation strategies " $D E /$ rand $/ 1 /$ bin" and " $D E /$ rand $/ 2 /$ bin" can be randomly selected to generate PTs by a mutation factor $\psi$ for each individual. What's more, the vector used to generate the target must be superior because we cannot generate targets from mediocrities because we need effective communications to economize time and space when facing complexities. To balance performance and costs, we choose personal best positions $(P B s)$ of each pigeon $P B_{i}=$ $\left[P B_{i 1}, P B_{i 2}, \ldots, P B_{i, d}\right], i \in[1,2, \ldots, N P]$ as the basis to implement mutation strategy, where $i$ is the current pigeon number, $d$ is the current number of dimension of the pigeon, and $N P$ is the total number of the pigeons. In initialization phase, we let every pigeon be a $P B$, with generations increasing, only the pigeons with better positions can evolve into personal best ones. The primary targets are generated by the following selective equation:

$$
\begin{align*}
P T_{i}^{t}= & P B_{r 1}^{t}+F_{1} \cdot\left(P B_{r 2}^{t}-P B_{r 3}^{t}\right)  \tag{17}\\
& +F_{2} \cdot\left(P B_{r 4}^{t}-P B_{r 5}^{t}\right), c_{i}(t)>\psi
\end{align*}
$$

$$
\begin{align*}
P T_{i}^{t}= & P B_{i}^{t}+F_{3} \cdot\left(P B_{r 1}^{t}-P B_{i}^{t}\right)  \tag{18}\\
& +F_{4} \cdot\left(P B_{r 2}^{t}-P B_{r 3}^{t}\right), \quad c_{i}(t)<\psi
\end{align*}
$$

where $r 1, r 2, r 3, r 4, r 5$ are different numbers in the range $[1, N P]$, which are also not the same as $i . P B_{r 1-r 5}$ denote five personal best pigeons that randomly selected from the entire pigeon swarm. $c_{i}(t)$ is a uniform random number in $[0,1]$ for individual $i$ in the $t$-th generation. $F_{k}, k=$ $[1,2,3,4]$ is the mutation operator that determines the magnification ratio between the vectors. In HTNPIO, $F_{1}, F_{2}$ and $F_{3}$ are taken as different uniformly distributed random number for each individual $i$ to balance the exploration and exploitation, in this paper, $F_{4}$ is preset as 1 .

Additionally, after the mutation, a boundary process method is introduced for each dimension of a $P T$ who searches out of the search sapce as (19). In (19), $t$ is the current iteration number, and $d$ is the current dimension, and $B_{\max }$ and $B_{\text {min }}$ are maximum and minimum value of the boundary, respectively.

$$
\begin{equation*}
P T_{i, d}^{t}=B_{\min }+r a n d \cdot\left(B_{\max }-B_{\min }\right) \tag{19}
\end{equation*}
$$

Note that in the $i$-th $P T$ vector, only the variables that search out of boundary perform (19).

### 3.2.2 Crossover

Intermediate targets $(M T)$ are selected from $P B s$ and $P T s$ by the binomial crossover strategy as (21). In (21), $i \in$ $[1,2, \ldots, N P]$ denotes the current pigeon number, $d$ is the current dimension number, and $d_{\text {rand }}$ is the number randomly chosen from 1 to $D$.
$M T_{i, d}= \begin{cases}P B_{i, d},(\text { rand } \leq C R) & \text { or } \quad d=d_{\text {rand }} \\ P T_{i, d},(\text { rand }>C R) & \text { and } \quad d \neq d_{\text {rand }}\end{cases}$
where $M T_{i}=\left[M T_{i, 1}, M T_{i, 2}, \ldots, M T_{i, d}\right], i \in$ $[1,2, \ldots, N P]$
$C R=\left\{\begin{array}{cc}0.5 \times(1+\text { rand }), & c_{i}(t)\end{array}>\psi \quad\right.$.
where rand is a uniformly number in the range $[0,1]$. As is seen, for for different mutation strategy, value of $C R$ is different. For (17) and (18), $C R$ is set as (19) correspondingly. This can guarantee each mutation method is utilized efficiently, which could maintain the diversity of the pigeon group.

### 3.2.3 Selection

Selection is the last step of the first strategy, which aims to filter out high-level targets from the intermediate targets. The target group is also a dynamic population, old targets
must be substituted by better ones. Selection part executes the following functions to filter out the final targets.

$$
T_{i}^{t+1}=\left\{\begin{array}{c}
T_{i}^{t}, \quad f\left(T_{i}^{t}\right)<f\left(M T_{i}^{t}\right)  \tag{22}\\
M T_{i}^{t}, \quad f\left(T_{i}^{t}\right) \geq f\left(M T_{i}^{t}\right)
\end{array}\right.
$$

where minimization problems are considered, $f\left(T_{i}^{t}\right)$ is the fitness value of the $i$-th target in the $t$-th generation, and $f\left(M T_{i}^{t}\right)$ is the fitness value of the $i$-th intermediate target in the $t$-th generation. The smaller fitness value indicates the closer distance to the global best position so that this position will be selected as the new target for the next generation. $T_{i}^{t}$ is the $i$-th target in the $(t+1)$-th generation. Selection strategy can make sure that pigeons will always follow the targets with higher performance.

### 3.3 Levy-based map-compass strategy (LMS)

In levy-based map-compass strategy (LMS), pigeons fly towards the targets and explore potential positions around the targets. LMS is modified based on the original mapcompass strategy of PIO. Instead of a stable value $R=0.2$ in PIO, the map-compass factor $R_{i, d}^{t}$ in HTNPIO is set as a uniform random number in $[0,0.25]$ for each variable $d$ of $i$-th pigeon, and varies with iteration $t$. Second, the levyflight model is introduced to LMS to enhance the random search ability. Considering $N P$ homing pigeons searching within in a $D$-dimensional search space, the $i$-th pigeon's $d$ th $(d \in[1, D])$ dimensional position and velocity in the $t$-th generation are updated according to (23) and (24):
$V_{i, d}^{t+1}=V_{i, d}^{t}+\operatorname{rand} \cdot\left(T_{i, d}^{t}-X_{i, d}^{t}\right)$
$X_{i, d}^{t+1}=T_{i, d}^{t} \times\left(1-e^{-R_{i, d}^{t} \cdot t}\right)+\chi \cdot V_{i, d}^{t+1}$
where $V_{i}=\left[V_{i, 1}, V_{i, 2}, \ldots, V_{i, d}\right], i \in[1,2, \ldots, N P]$ is the velocity of the ith pigeon, and $X_{i}=$ $\left[X_{i, 1}, X_{i, 2}, \ldots, X_{i, d}\right], i \in[1,2, \ldots, N P]$ indicates the ith pigeon's position within the D -dimension search space, and $d \in[1, D] . T_{i}=\left[T_{i 1}, T_{i 2}, \ldots, T_{i, d}\right], i \in[1,2, \ldots, N P]$, is the $i$ th high-level target. $R_{i, d}^{t}$ is the map-compass factor for the $d$ th variable of the $i$ th pigeon in $t$-th generation. Furthermore, $\chi$ is the levy-flight step length.

The concept map of LMS is shown in Fig. 2, where Pbest $_{i}$ is the personal best position of the $i$-th pigeon $X_{i}$, $i \in[1, N P]$ from the entire pigeon swarm. SMS can use different Pbests to construct a high-level target; then, from the concept map, the pigeon $X$ can fly towards the target position to explore better positions around this target via LMS. Due to the two strategies, the pigeon may explore a new potential search space in this iterative process.


Fig. 2 Schematic diagram of the LMS

### 3.4 Enhanced landmark strategy (ELS)

PIO utilized map-compass strategy to enhance local exploitation capabilities and accelerate convergence in the later search stage. In original map-compass strategy of PIO, center of the current population is treated as the landmark, all the pigeons move towards the landmark, and the population is reduced with iteration. This method is efficient to exploit accurate solutions, but it reduces population diversity. To address the problem, in ELS, we no longer use the center of the entire population as a landmark, but select some elites of the targets and use their center as a landmark to navigate the movement of the pigeons. Specifically, the targets are divided into $n$ groups with each group $m$ pigeons, then, pick an elite from each group according the fitness value, and the center position of these elites is calculated as $C_{e}^{t}$, where $t$ is the current iteration number. The selection of elite targets in groups is performed in every generation, and only when a target defeats the elite of the current group, can it become the new elite of this group. Note that the group is never changed. What's more, we make ELS and LMS cross in each generation, instead of only executing ELS in later iterations. In this way, the exploration capabilities of PIO is effectively retained. Additionally, in ELS, pigeons not only follow $C_{e}$, but also adjust their routes according to the corresponding targets.

In ELS, $i$ indicates the current pigeon number, and $d$ is the current dimension, the updating rule of the velocity $V_{i, d}$ and position $X_{i, d}$ is as follows:

$$
\begin{align*}
V_{i, d}^{t}= & V_{i, d}^{t-1}+\operatorname{rand} \cdot\left(T_{i, d}^{t}-X_{i, d}^{t-1}\right)  \tag{25}\\
& +\operatorname{rand} \cdot\left(C_{e}^{t}-X_{i, d}^{t-1}\right)
\end{align*}
$$

$X_{i, d}^{t}=C_{e}^{t}+V_{i, d}^{t}$
Notably, for LMS and ELS, the boundary process is not the same as that of primary targets. If a pigeon searches out

Fig. 3 Main idea of HTNPIO

of boundary, it will be pulled back to the upper or lower border as follows:
$X_{i, \text { out }}^{t}= \begin{cases}B_{\max }, & X_{i, \text { out }}^{t}>B_{\max } \\ B_{\min }, & X_{i, \text { out }}^{t}<B_{\min }\end{cases}$

### 3.5 LMS-ELS probability mechanism

Further, we propose an LMS-ELS probability (LP) mechanism in HTNPIO to balance the exploration and exploitation. The LP mechanism is a linearly incremental probability to control the execution number of the LMS and ELS in each generation. The LP mechanism is described as follows:

If rand ${ }_{i}^{t}>L P\left\{\begin{array}{l}\text { yes, execute } L M S \\ \text { no, execute } \quad E L S\end{array}\right.$
The linearly incremental LP is calculated by:
$L P=\frac{t}{t_{\max }}, A P \in[0,1]$
where $i \in[1, N P]$, and rand $_{i}^{t}$ denotes a uniformly distributed number in $[0,1]$ for the $i$-th pigeon in the $t$-th generation, $t$ and $t_{\text {max }}$ mean the current generation and the maximum generation, respectively.

In the early iterative process, the probability value is far less than 1, so LMS has more execution opportunities to provide the sufficient exploration in the entire solution; conversely, in the lately process, the probability value is extremely high to focus on ELS for accelerating the convergence speed. Because of the LP probability, the proposed HTNPIO can achieve the efficient compromise between exploration and exploitation. Additionally, the main idea of the proposed HTNPIO is shown in Fig. 3. The figure illustrates that pigeons can explore as many potential areas as possible in the fore-stage iteration, while in the later stage, pigeons gathered to exploit the current optimal positions.


Fig. 4 Flowchart of the complete HTNPIO

### 3.6 Procedure of HTNPIO

The complete flowchart of HTNPIO is in Fig. 4. The corresponding Pseudo code is given in Algorithm 1. The pseudo code of HTNPIO is completely showed in the chart. In Algorithm 1, $f[]$ means the objective function value while Gbest represents the global best position. And the value of CR is reset at the beginning of every generation to promise the capacity of global search.

```
Algorithm 1 HTNPIO.
    \% Initialization
    Set number of pigeons \(\left(N_{P}\right)\), problem dimension \((D)\),
    boundary values, \(C R_{1}^{i n i}=0.5, \psi=0.55, C R_{2}=\)
    0.9 , number of subswarms ( \(M\) ), number of pigeons per
    subswarm ( \(N\) ).
    Initialize positions and velocities of NP pigeons using
    (1) and (2).
    Evaluate corresponding fitness values of pigeons.
    Let initial population beccome personal best pigeons
    \((P B s)\) and choose the global best pigeon \((G B)\).
    Initialize targets ( \(T s\) ) by (16);
    Divide all \(T s\) into \(M\) subgroups and select the best
    individual in each subgroup ( \(S B S\) ).
    while (termination criteria is not arrived) do
    \(C R=0.5 \times(1+\) rand \() ;\)
    \(t=t+1\);
    \%SMS
    for \(\mathrm{i}=1\) to \(N P\) do
        Generate targets (Ts) using (16).(22);
        Choose new SBs and GB according to Ts' fitness.
        \(R=0.25 \cdot \operatorname{rand}(1, D) ; \quad \%\) Map-compass opera-
    tor
        if rand \(>L P\) then
                Calculate Levy-flight step length by (13)-(15);
                \%LMS
                Update the \(i\)-th velocity by (23);
                Update the \(i\)-th position by (24);
            else
                \% ELS
                Update the \(i\)-th velocity by (25);
                Update the \(i\)-th position by (26);
            end if
            All out-of-bounds variables are processed according
    to (27);
            Select personal best pigeons ( \(P B s\) ) and the global
    best pigeon (Gbest);
    end for
    end while
```


## 4 The computational complexity analysis

For decreasing computational cost when resolving practical optimization issues, it is hoped that the computational complexity of the algorithms are as low as possible. In this section, the computational complexity of HTNPIO will be calculated step by step.

First, number of the population $(N P)$, dimension of the functions $(D)$, and number of iterations $(T / 2)$ should be reaffirmed for the complexity calculation of HTNPIO. It should be noted that with the same maximum number of function evaluations, HTNPIO evaluates both targets and pigeons in an iteration, so the iteration number of HTNPIO is half of that of PIO. Therefore, the number of iterations of PIO is $T$.

In the initial phase, HTNPIO initializes both targets and pigeons, thus, the complexity is $O(2 N P \times D)$, which is as twice as that of classical PIO.

In the main loop of HTNPIO, SMS selects (17) or (18) to generate primary targets, and adopts crossover and selection strategy to produce high-level targets. The computational complexity of selected mutation strategy, crossover, and selection is computed as $O[(T-1) / 2 \times N P \times D]$, $O[(T-1) / 2 \times N P \times D], \quad O[(T-1) / 2 \times N P \times D]$, respectively. Therefore, the computational complexity of SMS is $O[3(T-1) / 2 \times N P \times d]$. Further, ELS or LMS is selected by LP mechanism to update the location of pigeons, thus the computational complexity is $O[(T-1) / 2 \times N P \times D]$.

Therefore, the total computational complexity of HTNPIO is $O(2 \times T \times N P \times D)$. The computational complexity of conventional PIO can be simplified as $O(T \times N P \times D)$. It can be concluded that the computational complexity of HTNPIO is with the same order of magnitudethat as that of PIO. Considering that when solving real-world optimization issues, the computational cost is rather high, so such extra time cost can be acceptable.

## 5 Visual simulation of the performance of strategies of HTNPIO

In order to prove the effectiveness of HTNPIO's strategies, we visualize the search behavior of HTNPIO on several 2D function graphs, three $2-D$ functions are chosen from CEC2017 test suite. The three functions are the $2-D$ shifted and rotated rastrigin's function, $2-D$ shifted and rotated schaffer's function, given by
$z(x, y)=\sum_{i=1}^{D}\left(x_{i}^{2}-10 \cos \left(2 \pi M\left(x_{i}-o_{i}^{5}\right)\right)+10\right)$

Algorithm 1 HTNPIO.


Fig. 5 (a) The 3-D surface and contour distribution of the 2-D multimodal rastrigin's function. (b) Contour map of the progressive searching performance of PIO. (c) Contour map of the progressive searching performance of the proposed HTNPIO

Figure 5(a) shows the three-dimensional graphics and contour distribution of the $2-D$ shifted and rotated Rastrigin's function, which is the 5th function of CEC2017. It is obvious that there are lots of local optima around the global minimum ( $x=-27, y=56, z=500$ ), making searching groups easily get stuck in the local optima. Figure 5(b) and (c) separately demonstrate the iterative progression step by step performed by conventional PIO and the proposed HTNPIO with thirty individuals. The maximum iteration is set to 20 , and the performance of the algorithms will be dynamically displayed at the 1-th, 5 -th, 10-th, and 20-th iteration.

Figure 5(b) shows the convergence behavior of the conventional PIO. In the figure, the red five-pointed star is the preset global optima. The yellow six-pointed star is the obtained global optima. The black spots represent the personal best pigeons, and the green X is the center pigeon. In PIO, the global best position is found around $(-10,25)$ and has been trapped into local optima. This is because the monotonous global optimal learning strategy leads to the deficiency of the population diversity, therefore cannot effectively guide pigeons to jump out of the local optima.

Figure 5(c) visualizes the searching performance of the proposed HTNPIO. In Fig. 5(c), the red five-pointed star indicates the preset global optima, and the yellow sixpointed star is the obtained global optima. The black spots are the personal best pigeons, the orange spots represent the high-level targets, and the orange star are the head pigeons. We can see that in HTNPIO, the construction and the dispersion strategies make the targets and the pigeons decentralized throughout the iteration. Even though the global best position is obtained, the high-level targets can still navigate pigeons to explore potential places and create population diversity in the later iteration. As can be seen in the figure, at the 1-th iteration, the global best pigeon is far from the global optima ( $x=-27, y=56$ ). However, at around 5-th iteration, several high-level targets are generated near the global optima, and successfully navigate pigeons to explore the global optima. What's more, even the ELS allows more pigeons to learn from the elites, the population diversity is still retained thanks to the instruction of the SMS and the LMS. Ultimately, by comparison, we can see that the three strategies we proposed in HTNPIO are effective in improving the global search capability.


Fig. 6 (a) The 3-D surface and contour distribution of the 2-D multimodal Scaffer's F7 function. (b) Contour map of the progressive searching performance of PIO. (c) Contour map of the progressive searching performance of the proposed HTNPIO


Fig. 7 (a) The 3-D surface and contour distribution of the 2-D multimodal Schwefel's function. (b) Contour map of the progressive searching performance of PIO. (c) Contour map of the progressive searching performance of the proposed HTNPIO

Figure 6(a) displays the three-dimensional graphics and contour distribution of the $2-D$ shifted and rotated Schaffer's F7 function, which is the $6-t h$ test function of CEC2017. The global optimal of the function is set around $(73,-27)$. Figure 6(b) and (c) visualizes the searching performance of conventional PIO and the proposed HTNPIO, respectively.

In Fig. 6(b), the conventional PIO approached the global best position at the $10-t h$ iteration, however, because the local optimal points become complicated near the global optima, the conventional PIO can not accurately find the global best position. The explanation of the phenomenon is the decreasing of the population diversity, therefore PIO is trapped into local optima. Differently, the Fig. 6(c) shows that the proposed HTNPIO successfully searched the global best position within 20 iterations. The same phenomenon can be found in Fig. 7. This is attributed to the appropriate combination of the proposed SMS, LMS and ELS, enhancing exploration and exploitation ability.

## 6 Experimental results on CEC2017 benchmark

The CEC2017 benchmark suite [4] is a proven effective test set for evaluating single swarm intelligent algorithms. This test set contains 30 enormously complex shifted rotated instances including unimodal, multimodal, rotated and shift rotated hybrid and composition problems. The search range of each function is in the range $[-100,100]$. Table 1 introduces the information of the 30 functions in CEC2017 benchmark.

In order to further evaluate of the performance of HTNPIO, five state-of-the-art PIO variants including conventional PIO [20], BQPIO [34], HCLPIO [70], CPIOC [27], and LFPIO [18] and other 10 algorithms with excellent performance involving DEBSO [81], HCLPSO [46] , PSO-DLS [71], SADE [51], LSHADE [60], MPEDE
[26], DELMFO [41], HCLDMSPSO [65], CMSRSSSA [76], and EESHHO [42] are fairly run to make comparisons on the CEC2017 test benchmarks with $30-D$ and $50-D$ problems. For all algorithms, the maximum number of the fitness evaluations (maxFEs) is given as $10000 \times D$. The population size of the applied algorithms is 30 . What's more, the maximum number of iterations is assigned to the maxFEs divided by the population size. Therefore, for the aforesaid algorithms excluding LFPIO, HTNPIO and DELMFO, their maximum iterative search number is set to $10000 \times D / 30$. Because HTNPIO executes the evaluation for both each pigeon and its corresponding high-level target in each iteration, the maximum iterative number is set to $10000 D / 60$. Similarly, for DELMFO, each moth and its corresponding flame are both evaluated in a generation, so the maximum number iteration of DELMFO is also set to $10000 \mathrm{D} / 60$. As for LFPIO, the individuals are updated twice in an iteration, therefore, the maximum iteration number of LFPIO is also calculated as $10000 D / 60$.

### 6.1 Indicators of comparisons

The error mean (Mean) and standard deviation value (STD) are utilized as evaluation indicators for the above compared algorithms. They are defined as follows:

Error $=f($ Gbest $)-$ optima

Mean $=\frac{\sum_{1}^{\text {runs }} \text { Error }}{\text { runs }}$
$S T D=\sqrt{\frac{\text { sum }_{1}^{\text {runs }}[f(\text { Gbest })-\text { mean }]^{2}}{\text { runs }-1}}$
here, error is the difference between the searched global best fitness value and the optima of the function. Mean refers to the average value of the errors with the multiple running number on each CEC2017 benchmark function while STD

Table 1 CEC2017 Benchmark instances with search range: [-100, 100]

| Types | No. | Instances |  |
| :---: | :---: | :---: | :---: |
| Unimodal | f1 | Shifted and Rotated Bent Cigar Instance | 100 |
|  | f2 | Shifted and Rotated Sum of Different Power Instance | 200 |
|  | f3 | Shifted and Rotated Zakharov Instance | 300 |
| Multimodal | f4 | Shifted and Rotated Rosenbrock's Instance | 400 |
|  | f5 | Shifted and Rotated Rastrigin's Instance | 500 |
|  | f6 | Shifted and Rotated Expanded Scaffer's F6 Instance | 600 |
|  | f7 | Shifted and Rotated Lunacek Bi_Rastrigin Instance | 700 |
|  | f8 | Shifted and Rotated Non-Continuous Rastrigin's Instance | 800 |
|  | f9 | Shifted and Rotated Levy Instance | 900 |
|  | f10 | Shifted and Rotated Schwefel's Instance | 1000 |
| Hybrid | f11 | Hybrid Instance 1 ( $\mathrm{N}=3$ ) | 1100 |
|  | f12 | Hybrid Instance 2 ( $\mathrm{N}=3$ ) | 1200 |
|  | f13 | Hybrid Instance 3 ( $\mathrm{N}=3$ ) | 1300 |
|  | f14 | Hybrid Instance 4 ( $\mathrm{N}=4$ ) | 1400 |
|  | f15 | Hybrid Instance 5 ( $\mathrm{N}=4$ ) | 1500 |
|  | f16 | Hybrid Instance 6 ( $\mathrm{N}=4$ ) | 1600 |
|  | f17 | Hybrid Instance 7 ( $\mathrm{N}=5$ ) | 1700 |
|  | f18 | Hybrid Instance 8 ( $\mathrm{N}=5$ ) | 1800 |
|  | f19 | Hybrid Instance 9 (N=5) | 1900 |
|  | f20 | Hybrid Instance 10 ( $\mathrm{N}=6$ ) | 2000 |
| Composition | f21 | Composition Instance $1(\mathrm{~N}=3)$ | 2100 |
|  | f22 | Composition Instance $2(\mathrm{~N}=3)$ | 2200 |
|  | f23 | Composition Instance 3 ( $\mathrm{N}=4$ ) | 2300 |
|  | f24 | Composition Instance 4 (N=4) | 2400 |
|  | f25 | Composition Instance 5 ( $\mathrm{N}=5$ ) | 2500 |
|  | f26 | Composition Instance 6 ( $\mathrm{N}=5$ ) | 2600 |
|  | f27 | Composition Instance 7 ( $\mathrm{N}=6$ ) | 2700 |
|  | f28 | Composition Instance 8 ( $\mathrm{N}=6$ ) | 2800 |
|  | f29 | Composition Instance $9(\mathrm{~N}=3)$ | 2900 |
|  | f30 | Composition Instance 10 ( $\mathrm{N}=3$ ) | 3000 |

denotes the standard deviation. The number of runs is set to 30 .

Moreover, we conducted the Wilcoxon signed-rank test [16] with a significance level of 0.05 to compare the proposed method with each of the other methods. If the p -value on the Wilcoxon signed-rank test is less than 0.05 , a significant difference between the two comparative algorithms will occur. Otherwise, there is no significant difference between them.

### 6.2 Parameters setting

Table 2 displays the main parameters of each algorithm from the literature. Most of the parameters come from literature recommendations, and a few are adjusted for better performance. For example, in the CPIO-C method, instead of $a=0.7$ and $b=0.1$, we use $a=b=0.5$. This
is because $a=b=0.5$ can provide better performance for CPIO-C on the CEC2017 benchmark. Furthermore, [A~B] represents that A linearly decreases or increases to B with the increasing of generation. Precisely, [A~B] denotes two possible cases. If $\mathrm{A}>\mathrm{B}, \mathrm{A}$ will dynamically decrease to B with the number of the iteration increasing; otherwise, A will increase to $B$.

### 6.3 Comparison with PIO algorithms

The proposed HTNPIO algorithm is made comparisons with five PIO algorithms (PIO, BQPIO, CPIO-C, HCLPIO, LFPIO) on the 30 CEC2017 problems with 30-D,50-D in this section. For each indicator of an instance in Tables 3 and 4 , the best result is bolded. For the six PIO algorithms, their population size and the maximum number of the fitness evaluations (FEs) are uniformly set as mentioined

Table 2 Pivotal Parameter Settings within 100-D in the range [-100,100]

| Algorithms | Year | Parameter Settings | Ref. |
| :---: | :---: | :---: | :---: |
| PIO | 2014 | $R=0.3$ | [20] |
| BQPIO | 2014 | $R=0.2, m=[1 \sim 0.8]$ | [34] |
| HCLPIO | 2018 | $R=0.2, a p=0, b p=0.25$ | [70] |
| CPIO-C | 2018 | $\begin{aligned} & R=0.3, a=b=0.5, c=1.2495 \\ & d=1.0500, e=2, f=-0.7, n=0.95 \end{aligned}$ | [27] |
| LFPIO | 2018 | $R=0.2$, rou $=0.0001, r=[0 \sim 1]$ | [18] |
| SADE | 2009 | $C r=0.3$, Strategy $=4, K=4, L P=50$ | [51] |
| LSHADE | 2014 | $\begin{aligned} & \text { arc_rate }=2.6, \text { min_popsize }=4 \\ & H=5 \end{aligned}$ | [60] |
| HCLPSO | 2015 | $\begin{aligned} & a=0, b=0.25, c 1=[2.5 \sim 0.5], \\ & c 2=[0.5 \sim 2.5], W=[0.99 \sim 0.2], \\ & K=[3 \sim 1.5], g_{1}=g_{2}=15 \end{aligned}$ | [46] |
| DEBSO | 2015 | $\begin{aligned} & p_{r 0}=0.2, p_{r 1}=0.8, p_{r 11}=0.4, \\ & p_{r 21}=0.5, M=5, C R=0.5, F=0.5 \end{aligned}$ | [81] |
| MPEDE | 2016 | $N g=20, C R_{m}=0.5, F_{m}=0.5, l=0.2$ | [26] |
| PSO-DLS | 2017 | $\begin{aligned} & c_{1}=c_{2}=1.49445, N=3, \\ & M=10, W=[0.9 \sim 0.4] \end{aligned}$ | [71] |
| DELMFO | 2018 | $\begin{aligned} & C R=0.7, R=\operatorname{rand}(), \\ & \sigma=0.6, \delta=0.15 \end{aligned}$ | [41] |
| HCLDMS -PSO | 2021 | $\begin{aligned} & W=[0.99 \sim 0.2], c_{1}=[2.5 \sim 0.5], \\ & \mathrm{c} 2=[0.5 \sim 2.5] \end{aligned}$ | [65] |
| EESHHO | 2021 | All parameters adaptive | [42] |
| CMSRSSSA | 2021 | $\begin{aligned} & c_{1}=c_{2}=[0,1], F_{1}=1, C R_{1}=0.1, \\ & F_{2}=0.8, C R_{2}=0.12, F_{3}=1, C R_{3}=0.9 \end{aligned}$ | [76] |
| HTNPIO |  | $\begin{aligned} & C R_{1}=0.5(1+\operatorname{rand}), F_{1}=\operatorname{rand}, \\ & C R_{2}=0.9, F_{2}=1, R=0.25 \operatorname{rand}(1, D) \\ & \mu=0, \sigma_{\theta}=1, \eta=0.1 \end{aligned}$ |  |

above, and the maximum number of the FEs is regarded as the termination criterion. Each of the six PIO methods repeatedly run 30 times on each CEC2017 function. The mean and the std value of errors obtained by each algorithm for 30 runs on each CEC2017 function are reported. Rank of each algorithm on each function is also calculated and displayed in the tables. Moreover, the Wilcoxon test is performed and shown following the rank value, a " $(+)$ " represents HTNPIO is significantly better than the specific algorithm on the current problem, a " (-)" means HTNPIO is significantly worse than the specific algorithm on the current problem, while a " $(\approx)$ " suggests there are no significant difference between two algorithms.

Table 3 shows that HTNPIO provides the first final rank on 30 CEC2017 instances with $30-D$ problems. The newly proposed HCLPIO wins the second place and LFPIO obtains the third rank. For 30 instances with $30-D$, HTNPIO ranks first among PIOs for 26 times out of 29 functions, exhibiting extremely competitive performance, while HCLPIO provides the best solutions on the multimodel function F7, F8, and F10. However, the

Wilcoxon test suggests HCLPIO only outperforms HTNPIO on F7, and F10, and shows similar performance with HTNPIO on F8. Additionally, HTNPIO also ranks behind CPIO-C and LFPIO on F10. Except for the 3 function, the Wilcoxon test showed that HTNPIO outperformed other PIO algorithms on other functions with a great advantage.

Table 4 shows that HTNPIO can provide the first final rank on 30 CEC2017 instances with $50-D$ problems. Similarly to instances with 30-D, the HCLPIO wins the second place and LFPIO obtains the third rank, respectively. Among 30 CEC2017 instances with 50-D, HTNPIO ranked first for 25 times, while HCLPIO provides the best solutions on the multimodel function F5, F8 and F10, and LFPIO acquires the first rank on the unimodel F3. However, the wilcoxon test demonstrates that though LFPIO ranks before HTNPIO, there are no significant difference between two set of error data provided by LFPIO HTNPIO. comprehensively, the Wilcoxon test shows that HTNPIO outperformed other PIO algorithms with a great advantage on $50-D$ problems.

Overall, HTNPIO beats other PIO algorithms by a huge margin in both 30 and 50 dimension problems in CEC2017

Table 3 Comparisons of HTNPIO and five PIO algorithms on 30 CEC2017 instances with dimension 30

| Instances | Indicators | HCLPIO | LFPIO | CPIO-C | PIO | BQPIO | HTNPIO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Mean | $2.45 \mathrm{E}+03$ | $2.79 \mathrm{E}+03$ | $3.12 \mathrm{E}+07$ | $1.33 \mathrm{E}+11$ | $6.33 \mathrm{E}+11$ | 7.76E-05 |
|  | Std | $2.41 \mathrm{E}+03$ | $3.91 \mathrm{E}+03$ | $1.13 \mathrm{E}+08$ | $1.79 \mathrm{E}+10$ | $2.59 \mathrm{E}+09$ | 2.87E-04 |
|  | Rank | 2(+) | 3(+) | 4(+) | 5(+) | 6(+) | 1 |
| F3 | Mean | $2.55 \mathrm{E}+04$ | $7.61 \mathrm{E}-01$ | $2.98 \mathrm{E}+03$ | $2.88 \mathrm{E}+10$ | $2.89 \mathrm{E}+13$ | 3.27E-10 |
|  | Std | $1.07 \mathrm{E}+04$ | $8.96 \mathrm{E}-01$ | $6.19 \mathrm{E}+03$ | $8.28 \mathrm{E}+10$ | $2.19 \mathrm{E}+04$ | 8.90E-10 |
|  | Rank | 4(+) | 2(+) | 3(+) | 5(+) | 6(+) | 1 |
| F4 | Mean | $9.39 \mathrm{E}+01$ | $8.22 \mathrm{E}+01$ | $2.22 \mathrm{E}+02$ | $5.40 \mathrm{E}+04$ | $3.22 \mathrm{E}+05$ | $2.00 \mathrm{E}+01$ |
|  | Std | $2.82 \mathrm{E}+01$ | $2.59 \mathrm{E}+01$ | $9.87 \mathrm{E}+01$ | $1.56 \mathrm{E}+04$ | $6.58 \mathrm{E}+02$ | $2.82 \mathrm{E}+01$ |
|  | Rank | 3(+) | 2(+) | 4(+) | 5(+) | 6(+) | 1 |
| F5 | Mean | $6.73 \mathrm{E}+01$ | $1.23 \mathrm{E}+02$ | $1.23 \mathrm{E}+02$ | $7.05 \mathrm{E}+02$ | $2.65 \mathrm{E}+03$ | $3.94 \mathrm{E}+01$ |
|  | Std | $1.01 \mathrm{E}+01$ | $3.42 \mathrm{E}+01$ | $3.41 \mathrm{E}+01$ | $5.84 \mathrm{E}+01$ | $3.11 \mathrm{E}+01$ | $1.23 \mathrm{E}+01$ |
|  | Rank | 2(+) | 3(+) | 3(+) | 5(+) | $6(+)$ | 1 |
| F6 | Mean | $1.30 \mathrm{E}+00$ | $2.38 \mathrm{E}-03$ | $1.99 \mathrm{E}+01$ | $1.43 \mathrm{E}+02$ | $1.67 \mathrm{E}+02$ | 1.74E-13 |
|  | Std | $9.32 \mathrm{E}-01$ | $1.01 \mathrm{E}-02$ | $7.93 \mathrm{E}+00$ | $1.28 \mathrm{E}+01$ | $7.77 \mathrm{E}+00$ | 5.77E-14 |
|  | Rank | $3(+)$ | 2(+) | 4(+) | 5(+) | 6(+) | 1 |
| F7 | Mean | $9.04 \mathrm{E}+01$ | $1.92 \mathrm{E}+02$ | $2.18 \mathrm{E}+02$ | $2.80 \mathrm{E}+03$ | $1.30 \mathrm{E}+04$ | $1.19 \mathrm{E}+02$ |
|  | Std | $1.10 \mathrm{E}+01$ | $3.90 \mathrm{E}+01$ | $5.35 \mathrm{E}+01$ | $3.01 \mathrm{E}+02$ | $7.66 \mathrm{E}+01$ | $5.12 \mathrm{E}+01$ |
|  | Rank | 1(-) | 3(+) | 4(+) | 5(+) | 6(+) | 2 |
| F8 | Mean | $6.70 \mathrm{E}+01$ | $1.16 \mathrm{E}+02$ | $1.21 \mathrm{E}+02$ | $6.40 \mathrm{E}+02$ | $2.83 \mathrm{E}+03$ | $7.47 \mathrm{E}+01$ |
|  | Std | $1.33 \mathrm{E}+01$ | $2.67 \mathrm{E}+01$ | $3.11 \mathrm{E}+01$ | $5.14 \mathrm{E}+01$ | $2.50 \mathrm{E}+01$ | $2.76 \mathrm{E}+01$ |
|  | Rank | 1( $\sim$ ) | 3(+) | 4(+) | 5(+) | 6(+) | 2 |
| F9 | Mean | $4.63 \mathrm{E}+02$ | $2.79 \mathrm{E}+03$ | $2.52 \mathrm{E}+03$ | $4.05 \mathrm{E}+04$ | $2.34 \mathrm{E}+05$ | 5.57E-01 |
|  | Std | $3.49 \mathrm{E}+02$ | $1.82 \mathrm{E}+03$ | $1.57 \mathrm{E}+03$ | $6.19 \mathrm{E}+03$ | $1.11 \mathrm{E}+03$ | $1.47 \mathrm{E}+00$ |
|  | Rank | 2(+) | 4(+) | 3(+) | 5(+) | 6(+) | 1 |
| F10 | Mean | $2.36 \mathrm{E}+03$ | $3.12 \mathrm{E}+03$ | $3.73 \mathrm{E}+03$ | $1.01 \mathrm{E}+04$ | $3.60 \mathrm{E}+04$ | $6.19 \mathrm{E}+03$ |
|  | Std | 3.32E+02 | $4.97 \mathrm{E}+02$ | $5.95 \mathrm{E}+02$ | $6.17 \mathrm{E}+02$ | $2.74 \mathrm{E}+02$ | $3.10 \mathrm{E}+02$ |
|  | Rank | 1(-) | 2(-) | 3(-) | 5(+) | 6(+) | 4 |
| F11 | Mean | $1.11 \mathrm{E}+02$ | $1.25 \mathrm{E}+02$ | $2.52 \mathrm{E}+02$ | $3.14 \mathrm{E}+05$ | 4.47E+09 | $1.67 \mathrm{E}+01$ |
|  | Std | $3.56 \mathrm{E}+01$ | $4.71 \mathrm{E}+01$ | $1.27 \mathrm{E}+02$ | $8.56 \mathrm{E}+05$ | $2.38 \mathrm{E}+02$ | $1.85 \mathrm{E}+01$ |
|  | Rank | 2(+) | 3(+) | 4(+) | 5(+) | 6(+) | 1 |
| F12 | Mean | $1.11 \mathrm{E}+06$ | $2.79 \mathrm{E}+05$ | $9.92 \mathrm{E}+06$ | $2.96 \mathrm{E}+10$ | $3.83 \mathrm{E}+11$ | $1.59 \mathrm{E}+04$ |
|  | Std | $7.57 \mathrm{E}+05$ | $2.00 \mathrm{E}+05$ | $1.89 \mathrm{E}+07$ | $7.31 \mathrm{E}+09$ | $2.91 \mathrm{E}+08$ | $1.21 \mathrm{E}+04$ |
|  | Rank | $3(+)$ | 2(+) | 4(+) | 5(+) | 6(+) | 1 |
| F13 | Mean | $1.20 \mathrm{E}+04$ | $1.29 \mathrm{E}+04$ | $3.60 \mathrm{E}+04$ | $3.14 \mathrm{E}+10$ | $9.50 \mathrm{E}+10$ | $8.91 \mathrm{E}+01$ |
|  | Std | $1.06 \mathrm{E}+04$ | $1.27 \mathrm{E}+04$ | $2.83 \mathrm{E}+04$ | $1.12 \mathrm{E}+10$ | $2.25 \mathrm{E}+07$ | $4.67 \mathrm{E}+01$ |
|  | Rank | 2(+) | 3(+) | 4(+) | 5(+) | 6(+) | 1 |
| F14 | Mean | $1.57 \mathrm{E}+05$ | $2.16 \mathrm{E}+04$ | $2.19 \mathrm{E}+04$ | $1.44 \mathrm{E}+08$ | $1.06 \mathrm{E}+09$ | $3.75 \mathrm{E}+01$ |
|  | Std | $2.19 \mathrm{E}+05$ | $1.42 \mathrm{E}+04$ | $6.87 \mathrm{E}+04$ | $1.34 \mathrm{E}+08$ | $1.08 \mathrm{E}+05$ | $1.20 \mathrm{E}+01$ |
|  | Rank | 4(+) | 2(+) | 3(+) | 5(+) | $6(+)$ | 1 |
| F15 | Mean | $8.69 \mathrm{E}+02$ | $7.37 \mathrm{E}+03$ | $2.63 \mathrm{E}+04$ | $9.17 \mathrm{E}+09$ | $5.38 \mathrm{E}+10$ | $1.48 \mathrm{E}+01$ |
|  | Std | $1.35 \mathrm{E}+03$ | $8.00 \mathrm{E}+03$ | $1.97 \mathrm{E}+04$ | $3.46 \mathrm{E}+09$ | $2.42 \mathrm{E}+06$ | $1.80 \mathrm{E}+01$ |
|  | Rank | 2(+) | 3(+) | 4(+) | 5(+) | 6(+) | 1 |
| F16 | Mean | $8.94 \mathrm{E}+02$ | $1.18 \mathrm{E}+03$ | $1.01 \mathrm{E}+03$ | $7.57 \mathrm{E}+03$ | $4.48 \mathrm{E}+04$ | 6.87E+02 |
|  | Std | $1.60 \mathrm{E}+02$ | $2.69 \mathrm{E}+02$ | $2.59 \mathrm{E}+02$ | $2.14 \mathrm{E}+03$ | $3.00 \mathrm{E}+02$ | $5.07 \mathrm{E}+02$ |
|  | Rank | $2(\approx)$ | 4(+) | 3(+) | 5(+) | 6(+) | 1 |
| F17 | Mean | $2.50 \mathrm{E}+02$ | $5.29 \mathrm{E}+02$ | $3.59 \mathrm{E}+02$ | $6.59 \mathrm{E}+04$ | $1.67 \mathrm{E}+08$ | $7.95 \mathrm{E}+01$ |
|  | Std | $1.40 \mathrm{E}+02$ | $2.64 \mathrm{E}+02$ | $1.49 \mathrm{E}+02$ | $1.23 \mathrm{E}+05$ | $1.84 \mathrm{E}+02$ | 6.44E+01 |
|  | Rank | 2(+) | 4(+) | $3(+)$ | 5(+) | $6(+)$ | 1 |

Table 3 (continued)

| Instances | Indicators | HCLPIO | LFPIO | CPIO-C | PIO | BQPIO | HTNPIO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F18 | Mean | $2.62 \mathrm{E}+05$ | $1.63 \mathrm{E}+05$ | $6.00 \mathrm{E}+05$ | $1.11 \mathrm{E}+09$ | $2.59 \mathrm{E}+09$ | $1.31 \mathrm{E}+02$ |
|  | Std | $2.95 \mathrm{E}+05$ | $1.12 \mathrm{E}+05$ | $1.62 \mathrm{E}+06$ | $6.44 \mathrm{E}+08$ | $2.02 \mathrm{E}+06$ | $8.60 \mathrm{E}+01$ |
|  | Rank | 3(+) | 2(+) | 4(+) | 5(+) | 6 (+) | 1 |
| F19 | Mean | $2.30 \mathrm{E}+03$ | $7.36 \mathrm{E}+03$ | $1.04 \mathrm{E}+04$ | $9.06 \mathrm{E}+09$ | $5.68 \mathrm{E}+10$ | $1.60 \mathrm{E}+01$ |
|  | Std | $3.06 \mathrm{E}+03$ | $1.05 \mathrm{E}+04$ | $1.19 \mathrm{E}+04$ | $3.37 \mathrm{E}+09$ | $7.97 \mathrm{E}+06$ | $5.66 \mathrm{E}+00$ |
|  | Rank | 2(+) | 3(+) | 4(+) | 5(+) | 6(+) | 1 |
| F20 | Mean | $3.36 \mathrm{E}+02$ | $5.37 \mathrm{E}+02$ | $4.60 \mathrm{E}+02$ | $2.00 \mathrm{E}+03$ | $8.05 \mathrm{E}+03$ | $9.12 \mathrm{E}+01$ |
|  | Std | $1.04 \mathrm{E}+02$ | $2.10 \mathrm{E}+02$ | $1.73 \mathrm{E}+02$ | $1.78 \mathrm{E}+02$ | $1.51 \mathrm{E}+02$ | 7.67E+01 |
|  | Rank | 2(+) | 4(+) | $3(+)$ | 5(+) | $6(+)$ | 1 |
| F21 | Mean | $2.71 \mathrm{E}+02$ | $3.30 \mathrm{E}+02$ | $3.20 \mathrm{E}+02$ | $8.82 \mathrm{E}+02$ | $3.50 \mathrm{E}+03$ | $2.34 \mathrm{E}+02$ |
|  | Std | $1.23 \mathrm{E}+01$ | $2.81 \mathrm{E}+01$ | $2.18 \mathrm{E}+01$ | $6.41 \mathrm{E}+01$ | $3.75 \mathrm{E}+01$ | 2.12E+01 |
|  | Rank | 2(+) | 4(+) | $3(+)$ | 5(+) | 6 (+) | 1 |
| F22 | Mean | $5.68 \mathrm{E}+02$ | $2.35 \mathrm{E}+03$ | $2.20 \mathrm{E}+03$ | $1.03 \mathrm{E}+04$ | $3.75 \mathrm{E}+04$ | $1.00 \mathrm{E}+02$ |
|  | Std | $1.07 \mathrm{E}+03$ | $1.91 \mathrm{E}+03$ | $1.91 \mathrm{E}+03$ | $5.16 \mathrm{E}+02$ | $2.98 \mathrm{E}+02$ | 1.45E-13 |
|  | Rank | 2(+) | 4(+) | 3(+) | 5(+) | 6(+) | 1 |
| F23 | Mean | $4.44 \mathrm{E}+02$ | $5.02 \mathrm{E}+02$ | $4.62 \mathrm{E}+02$ | $1.73 \mathrm{E}+03$ | $6.35 \mathrm{E}+03$ | 3.82E+02 |
|  | Std | $2.33 \mathrm{E}+01$ | $3.76 \mathrm{E}+01$ | $4.24 \mathrm{E}+01$ | $2.52 \mathrm{E}+02$ | $4.05 \mathrm{E}+01$ | $2.49 \mathrm{E}+01$ |
|  | Rank | 2(+) | 4(+) | $3(+)$ | 5(+) | 6(+) | 1 |
| F24 | Mean | $5.63 \mathrm{E}+02$ | $6.27 \mathrm{E}+02$ | $5.36 \mathrm{E}+02$ | $2.05 \mathrm{E}+03$ | $1.29 \mathrm{E}+04$ | $4.47 \mathrm{E}+02$ |
|  | Std | $2.84 \mathrm{E}+01$ | $7.06 \mathrm{E}+01$ | $5.34 \mathrm{E}+01$ | $3.72 \mathrm{E}+02$ | $5.10 \mathrm{E}+01$ | $9.56 \mathrm{E}+00$ |
|  | Rank | 3(+) | 4(+) | 2(+) | 5(+) | $6(+)$ | 1 |
| F25 | Mean | $4.07 \mathrm{E}+02$ | $4.06 \mathrm{E}+02$ | $4.76 \mathrm{E}+02$ | $1.84 \mathrm{E}+04$ | $1.46 \mathrm{E}+05$ | $3.86 \mathrm{E}+02$ |
|  | Std | $1.43 \mathrm{E}+01$ | $2.30 \mathrm{E}+01$ | $5.07 \mathrm{E}+01$ | $4.81 \mathrm{E}+03$ | $1.28 \mathrm{E}+02$ | $2.01 \mathrm{E}+00$ |
|  | Rank | 3(+) | 2(+) | 4(+) | 5(+) | 6 (+) | 1 |
| F26 | Mean | $1.52 \mathrm{E}+03$ | $2.19 \mathrm{E}+03$ | $2.23 \mathrm{E}+03$ | $1.42 \mathrm{E}+04$ | $9.41 \mathrm{E}+04$ | $4.48 \mathrm{E}+02$ |
|  | Std | $9.78 \mathrm{E}+02$ | $1.36 \mathrm{E}+03$ | $8.40 \mathrm{E}+02$ | $2.52 \mathrm{E}+03$ | $7.46 \mathrm{E}+02$ | $4.76 \mathrm{E}+02$ |
|  | Rank | 2(+) | 3(+) | 4(+) | 5(+) | 6(+) | 1 |
| F27 | Mean | $5.56 \mathrm{E}+02$ | $5.57 \mathrm{E}+02$ | $5.83 \mathrm{E}+02$ | $3.25 \mathrm{E}+03$ | $1.52 \mathrm{E}+04$ | 5.03E+02 |
|  | Std | $1.60 \mathrm{E}+01$ | $2.54 \mathrm{E}+01$ | $2.89 \mathrm{E}+01$ | $7.70 \mathrm{E}+02$ | $7.36 \mathrm{E}+01$ | $6.78 \mathrm{E}+00$ |
|  | Rank | 2(+) | $3(+)$ | $4(+)$ | 5(+) | $6(+)$ | 1 |
| F28 | Mean | $4.41 \mathrm{E}+02$ | $4.02 \mathrm{E}+02$ | $5.20 \mathrm{E}+02$ | $1.21 \mathrm{E}+04$ | $7.47 \mathrm{E}+04$ | 3.11E+02 |
|  | Std | $2.23 \mathrm{E}+01$ | $3.69 \mathrm{E}+01$ | $6.57 \mathrm{E}+01$ | $2.79 \mathrm{E}+03$ | $2.90 \mathrm{E}+02$ | 3.37E+01 |
|  | Rank | 3(+) | 2(+) | 4(+) | 5(+) | 6 (+) | 1 |
| F29 | Mean | $7.73 \mathrm{E}+02$ | $9.46 \mathrm{E}+02$ | $9.39 \mathrm{E}+02$ | $1.31 \mathrm{E}+05$ | $2.56 \mathrm{E}+07$ | $4.64 \mathrm{E}+02$ |
|  | Std | $1.33 \mathrm{E}+02$ | $2.56 \mathrm{E}+02$ | $2.19 \mathrm{E}+02$ | $2.34 \mathrm{E}+05$ | $3.07 \mathrm{E}+02$ | 6.52E+01 |
|  | Rank | 2(+) | 4(+) | $3(+)$ | $5(+)$ | 6 (+) | 1 |
| F30 | Mean | $6.72 \mathrm{E}+03$ | $5.96 \mathrm{E}+03$ | $7.91 \mathrm{E}+05$ | $4.49 \mathrm{E}+09$ | $8.04 \mathrm{E}+10$ | 3.01E+03 |
|  | Std | $2.31 \mathrm{E}+03$ | $2.87 \mathrm{E}+03$ | $8.40 \mathrm{E}+05$ | $2.06 \mathrm{E}+09$ | $8.54 \mathrm{E}+06$ | $6.25 E+02$ |
|  | Rank | 3(+) | 2(+) | 4(+) | 5(+) | 6 (+) | 1 |
| Number of first rank |  | 3 | 0 | 0 | 0 | 0 | 26 |
| +/-/ $\approx$ |  | 25/2/2 | 28/1/0 | 28/1/0 | 29/0/0 | 29/0/0 |  |
| Final rank |  | 2 | 3 | 4 | 5 | 6 | 1 |

test suite. The success of HTNPIO is mainly attributed to the effective interactions between different individuals. Further, the proper combination of PIO and differential evolutionary strategies not only enhances the global search
ability of PIO, but also maintains the local exploitation capability. Therefore, the performance is greatly enhanced. Next, HTNPIO will be compared with other state-of-the-art swarm intelligence algorithms.

Table 4 Comparisons of HTNPIO and five PIO algorithms on 30 CEC2017 instances with dimension 50

| Instances | Indicators | HCLPIO | LFPIO | CPIO-C | PIO | BQPIO | HTNPIO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Mean | $1.35 \mathrm{E}+05$ | $4.05 \mathrm{E}+03$ | $2.58 \mathrm{E}+08$ | $2.59 \mathrm{E}+11$ | $3.17 \mathrm{E}+10$ | 6.16E+02 |
|  | Std | $2.85 \mathrm{E}+03$ | $4.72 \mathrm{E}+03$ | $8.94 \mathrm{E}+08$ | $2.66 \mathrm{E}+10$ | $5.47 \mathrm{E}+09$ | $8.87 \mathrm{E}+02$ |
|  | Rank | 3(+) | 2(+) | 4(+) | 6(+) | 5(+) | 1 |
| F3 | Mean | $3.30 \mathrm{E}+04$ | 2.79E+01 | $4.25 \mathrm{E}+04$ | $2.61 \mathrm{E}+11$ | $1.03 \mathrm{E}+05$ | $3.97 \mathrm{E}+01$ |
|  | Std | $5.92 \mathrm{E}+01$ | $2.40 \mathrm{E}+01$ | $3.55 \mathrm{E}+04$ | $1.22 \mathrm{E}+12$ | $2.92 \mathrm{E}+04$ | $5.89 \mathrm{E}+01$ |
|  | Rank | 3(+) | 1( $\sim$ ) | 4(+) | $6(+)$ | 5(+) | 2 |
| F4 | Mean | $1.32 \mathrm{E}+02$ | $1.14 \mathrm{E}+02$ | $6.81 \mathrm{E}+02$ | $1.28 \mathrm{E}+05$ | $7.36 \mathrm{E}+03$ | $5.38 \mathrm{E}+01$ |
|  | Std | $4.71 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $2.62 \mathrm{E}+02$ | $2.25 \mathrm{E}+04$ | $2.00 \mathrm{E}+03$ | $3.31 \mathrm{E}+01$ |
|  | Rank | 3(+) | 2(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F5 | Mean | $1.42 \mathrm{E}+02$ | $2.80 \mathrm{E}+02$ | $2.44 \mathrm{E}+02$ | $1.24 \mathrm{E}+03$ | $5.35 \mathrm{E}+02$ | $2.48 \mathrm{E}+02$ |
|  | Std | $2.69 \mathrm{E}+01$ | $5.45 \mathrm{E}+01$ | $5.45 \mathrm{E}+01$ | $7.30 \mathrm{E}+01$ | $4.53 \mathrm{E}+01$ | $6.97 \mathrm{E}+01$ |
|  | Rank | 1(-) | $4(\approx)$ | $2(\approx)$ | $6(+)$ | 5(+) | 3 |
| F6 | Mean | $1.18 \mathrm{E}+00$ | $1.04 \mathrm{E}-02$ | $3.17 \mathrm{E}+01$ | $1.57 \mathrm{E}+02$ | $6.71 \mathrm{E}+01$ | 7.77E-03 |
|  | Std | $1.08 \mathrm{E}-01$ | $2.09 \mathrm{E}-02$ | $9.61 \mathrm{E}+00$ | $1.24 \mathrm{E}+01$ | $5.52 \mathrm{E}+00$ | 4.25E-02 |
|  | Rank | 3(+) | 2(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F7 | Mean | $1.86 \mathrm{E}+02$ | $4.26 \mathrm{E}+02$ | $5.76 \mathrm{E}+02$ | $5.45 \mathrm{E}+03$ | $1.10 \mathrm{E}+03$ | $1.27 \mathrm{E}+02$ |
|  | Std | $2.07 \mathrm{E}+01$ | $8.13 \mathrm{E}+01$ | $1.25 \mathrm{E}+02$ | $4.43 \mathrm{E}+02$ | $8.66 \mathrm{E}+01$ | $4.75 \mathrm{E}+01$ |
|  | Rank | 2(+) | 3(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F8 | Mean | $1.48 \mathrm{E}+02$ | $2.96 \mathrm{E}+02$ | $2.56 \mathrm{E}+02$ | $1.24 \mathrm{E}+03$ | $5.38 \mathrm{E}+02$ | $1.81 \mathrm{E}+02$ |
|  | Std | $2.75 \mathrm{E}+01$ | $4.97 \mathrm{E}+01$ | $5.88 \mathrm{E}+01$ | $9.03 \mathrm{E}+01$ | $2.95 \mathrm{E}+01$ | $1.02 \mathrm{E}+02$ |
|  | Rank | 1( $\sim$ ) | 4(+) | 3(+) | $6(+)$ | 5(+) | 2 |
| F9 | Mean | $3.71 \mathrm{E}+03$ | $1.07 \mathrm{E}+04$ | $9.65 \mathrm{E}+03$ | $1.06 \mathrm{E}+05$ | $1.98 \mathrm{E}+04$ | 6.27E+01 |
|  | Std | $4.44 \mathrm{E}+02$ | $4.08 \mathrm{E}+03$ | $2.94 \mathrm{E}+03$ | $1.10 \mathrm{E}+04$ | $4.08 \mathrm{E}+03$ | $1.56 \mathrm{E}+02$ |
|  | Rank | 2(+) | 4(+) | 3(+) | $6(+)$ | 5(+) | 1 |
| F10 | Mean | $4.60 \mathrm{E}+03$ | $5.71 \mathrm{E}+03$ | $6.45 \mathrm{E}+03$ | $1.73 \mathrm{E}+04$ | $1.36 \mathrm{E}+04$ | $1.01 \mathrm{E}+04$ |
|  | Std | 8.81E+02 | $7.62 \mathrm{E}+02$ | $1.16 \mathrm{E}+03$ | $6.76 \mathrm{E}+02$ | $2.66 \mathrm{E}+02$ | $2.94 \mathrm{E}+03$ |
|  | Rank | 1(-) | 2(-) | $3(-)$ | $6(+)$ | 5(+) | 4 |
| F11 | Mean | $2.93 \mathrm{E}+02$ | $2.36 \mathrm{E}+02$ | $5.70 \mathrm{E}+02$ | $1.76 \mathrm{E}+06$ | $3.30 \mathrm{E}+03$ | 5.11E+01 |
|  | Std | $2.40 \mathrm{E}+01$ | $1.01 \mathrm{E}+02$ | $3.01 \mathrm{E}+02$ | $3.73 \mathrm{E}+06$ | $1.11 \mathrm{E}+03$ | $1.65 \mathrm{E}+01$ |
|  | Rank | $3(+)$ | 2(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F12 | Mean | $2.74 \mathrm{E}+06$ | $1.93 \mathrm{E}+06$ | $8.68 \mathrm{E}+07$ | $1.36 \mathrm{E}+11$ | $5.88 \mathrm{E}+09$ | $4.98 \mathrm{E}+04$ |
|  | Std | $5.79 \mathrm{E}+04$ | $1.02 \mathrm{E}+06$ | $1.20 \mathrm{E}+08$ | $3.28 \mathrm{E}+10$ | $2.23 \mathrm{E}+09$ | 3.30E+04 |
|  | Rank | 3(+) | 2(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F13 | Mean | $1.63 \mathrm{E}+03$ | $5.62 \mathrm{E}+03$ | $5.01 \mathrm{E}+05$ | $9.91 \mathrm{E}+10$ | $4.97 \mathrm{E}+08$ | $1.31 \mathrm{E}+03$ |
|  | Std | $3.63 \mathrm{E}+03$ | $5.61 \mathrm{E}+03$ | $2.32 \mathrm{E}+06$ | $2.27 \mathrm{E}+10$ | $2.98 \mathrm{E}+08$ | $1.87 \mathrm{E}+03$ |
|  | Rank | $2(\sim)$ | 3(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F14 | Mean | $9.29 \mathrm{E}+05$ | $4.93 \mathrm{E}+04$ | $1.31 \mathrm{E}+05$ | $5.95 \mathrm{E}+08$ | $1.81 \mathrm{E}+06$ | 7.34E+01 |
|  | Std | $6.81 \mathrm{E}+03$ | $3.22 \mathrm{E}+04$ | $1.71 \mathrm{E}+05$ | $3.18 \mathrm{E}+08$ | $1.54 \mathrm{E}+06$ | 2.78E+01 |
|  | Rank | 4(+) | 2(+) | 3(+) | $6(+)$ | 5(+) | 1 |
| F15 | Mean | $6.75 \mathrm{E}+03$ | $7.37 \mathrm{E}+03$ | $5.48 \mathrm{E}+04$ | $3.48 \mathrm{E}+10$ | $8.53 \mathrm{E}+07$ | 7.18E+01 |
|  | Std | $6.63 \mathrm{E}+03$ | $6.52 \mathrm{E}+03$ | $1.74 \mathrm{E}+05$ | $8.84 \mathrm{E}+09$ | $9.95 \mathrm{E}+07$ | $2.27 \mathrm{E}+01$ |
|  | Rank | 2(+) | 3(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F16 | Mean | $1.49 \mathrm{E}+03$ | $1.79 \mathrm{E}+03$ | $1.79 \mathrm{E}+03$ | $1.52 \mathrm{E}+04$ | $3.44 \mathrm{E}+03$ | $7.94 \mathrm{E}+02$ |
|  | Std | $3.69 \mathrm{E}+02$ | $3.98 \mathrm{E}+02$ | $3.66 \mathrm{E}+02$ | $3.56 \mathrm{E}+03$ | $6.70 \mathrm{E}+02$ | $2.57 \mathrm{E}+02$ |
|  | Rank | 2(+) | 3(+) | $3(+)$ | $6(+)$ | 5(+) | 1 |
| F17 | Mean | $1.00 \mathrm{E}+03$ | $1.53 \mathrm{E}+03$ | $1.45 \mathrm{E}+03$ | $4.22 \mathrm{E}+06$ | $2.19 \mathrm{E}+03$ | $5.49 \mathrm{E}+02$ |
|  | Std | $2.29 \mathrm{E}+02$ | $3.28 \mathrm{E}+02$ | $4.88 \mathrm{E}+02$ | $4.63 \mathrm{E}+06$ | $3.10 \mathrm{E}+02$ | $2.58 \mathrm{E}+02$ |
|  | Rank | 2(+) | 4(+) | 3(+) | $6(+)$ | 5(+) | 1 |

Table 4 (continued)

| Instances | Indicators | HCLPIO | LFPIO | CPIO-C | PIO | BQPIO | HTNPIO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F18 | Mean | $1.34 \mathrm{E}+06$ | $3.05 \mathrm{E}+05$ | $3.20 \mathrm{E}+06$ | $1.78 \mathrm{E}+09$ | $1.20 \mathrm{E}+07$ | $9.73 \mathrm{E}+03$ |
|  | Std | $3.13 \mathrm{E}+04$ | $1.54 \mathrm{E}+05$ | $3.88 \mathrm{E}+06$ | $9.24 \mathrm{E}+08$ | $7.57 \mathrm{E}+06$ | $1.29 \mathrm{E}+04$ |
|  | Rank | 3(+) | 2(+) | 4(+) | 6(+) | 5(+) | 1 |
| F19 | Mean | $1.57 \mathrm{E}+04$ | $1.67 \mathrm{E}+04$ | $1.79 \mathrm{E}+04$ | $1.47 \mathrm{E}+10$ | $1.64 \mathrm{E}+07$ | 2.88E+01 |
|  | Std | $1.02 \mathrm{E}+04$ | $1.32 \mathrm{E}+04$ | $1.47 \mathrm{E}+04$ | $4.42 \mathrm{E}+09$ | $2.45 \mathrm{E}+07$ | 1.10E+01 |
|  | Rank | 2(+) | 3(+) | 4(+) | $6(+)$ | 5(+) | 1 |
| F20 | Mean | $7.83 \mathrm{E}+02$ | $1.24 \mathrm{E}+03$ | $1.11 \mathrm{E}+03$ | $3.66 \mathrm{E}+03$ | $1.89 \mathrm{E}+03$ | 3.13E+02 |
|  | Std | $2.35 \mathrm{E}+02$ | $3.48 \mathrm{E}+02$ | $3.07 \mathrm{E}+02$ | $2.99 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $1.40 \mathrm{E}+02$ |
|  | Rank | 2(+) | 4(+) | 3(+) | $6(+)$ | 5(+) | 1 |
| F21 | Mean | $3.58 \mathrm{E}+02$ | $4.99 \mathrm{E}+02$ | $4.38 \mathrm{E}+02$ | $1.51 \mathrm{E}+03$ | $7.04 \mathrm{E}+02$ | $2.75 \mathrm{E}+02$ |
|  | Std | $2.12 \mathrm{E}+01$ | $5.85 \mathrm{E}+01$ | $4.56 \mathrm{E}+01$ | $1.20 \mathrm{E}+02$ | $6.02 \mathrm{E}+01$ | $2.03 \mathrm{E}+01$ |
|  | Rank | 2(+) | 4(+) | 3(+) | 6(+) | $5(+)$ | 1 |
| F22 | Mean | $5.35 \mathrm{E}+03$ | $6.65 \mathrm{E}+03$ | $7.00 \mathrm{E}+03$ | $1.77 \mathrm{E}+04$ | $1.36 \mathrm{E}+04$ | 5.08E+02 |
|  | Std | $2.67 \mathrm{E}+03$ | $6.61 \mathrm{E}+02$ | $1.11 \mathrm{E}+03$ | $7.43 \mathrm{E}+02$ | $7.47 \mathrm{E}+02$ | $2.24 \mathrm{E}+03$ |
|  | Rank | 2(+) | 3(+) | 4(+) | 6 (+) | 5(+) | 1 |
| F23 | Mean | $6.41 \mathrm{E}+02$ | $7.98 \mathrm{E}+02$ | $6.84 \mathrm{E}+02$ | $3.13 \mathrm{E}+03$ | $1.21 \mathrm{E}+03$ | 4.93E+02 |
|  | Std | $3.46 \mathrm{E}+01$ | $9.09 \mathrm{E}+01$ | $5.71 \mathrm{E}+01$ | $4.67 \mathrm{E}+02$ | $7.64 \mathrm{E}+01$ | $1.71 \mathrm{E}+01$ |
|  | Rank | 2(+) | 4(+) | 3(+) | $6(+)$ | 5(+) | 1 |
| F24 | Mean | $8.76 \mathrm{E}+02$ | $9.36 \mathrm{E}+02$ | $7.78 \mathrm{E}+02$ | $3.63 \mathrm{E}+03$ | $1.36 \mathrm{E}+03$ | 5.64E+02 |
|  | Std | $2.71 \mathrm{E}+01$ | $9.36 \mathrm{E}+01$ | $7.49 \mathrm{E}+01$ | $4.47 \mathrm{E}+02$ | $8.24 \mathrm{E}+01$ | $1.99 \mathrm{E}+01$ |
|  | Rank | 3(+) | 4(+) | 2(+) | $6(+)$ | 5(+) | 1 |
| F25 | Mean | $5.97 \mathrm{E}+02$ | $5.45 \mathrm{E}+02$ | $9.37 \mathrm{E}+02$ | $6.32 \mathrm{E}+04$ | $4.67 \mathrm{E}+03$ | 5.45E+02 |
|  | Std | $4.40 \mathrm{E}+01$ | $3.12 \mathrm{E}+01$ | $2.74 \mathrm{E}+02$ | $1.08 \mathrm{E}+04$ | $9.40 \mathrm{E}+02$ | 4.22E+01 |
|  | Rank | 3(+) | $2(\approx)$ | 4(+) | $6(+)$ | 5(+) | 1 |
| F26 | Mean | $3.06 \mathrm{E}+03$ | $4.44 \mathrm{E}+03$ | $3.78 \mathrm{E}+03$ | $2.99 \mathrm{E}+04$ | $1.03 \mathrm{E}+04$ | 3.00E+02 |
|  | Std | $5.63 \mathrm{E}+02$ | $2.44 \mathrm{E}+03$ | $1.12 \mathrm{E}+03$ | $4.30 \mathrm{E}+03$ | $9.36 \mathrm{E}+02$ | 3.04E-13 |
|  | Rank | 2(+) | 4(+) | 3(+) | $6(+)$ | 5(+) | 1 |
| F27 | Mean | $8.66 \mathrm{E}+02$ | $8.44 \mathrm{E}+02$ | $9.53 \mathrm{E}+02$ | $6.48 \mathrm{E}+03$ | $2.22 \mathrm{E}+03$ | 5.63E+02 |
|  | Std | $4.16 \mathrm{E}+01$ | $1.03 \mathrm{E}+02$ | $9.81 \mathrm{E}+01$ | $1.10 \mathrm{E}+03$ | $2.34 \mathrm{E}+02$ | 3.11E+01 |
|  | Rank | 3(+) | 2(+) | 4(+) | 6(+) | 5(+) | 1 |
| F28 | Mean | $5.62 \mathrm{E}+02$ | $4.98 \mathrm{E}+02$ | $9.90 \mathrm{E}+02$ | $2.30 \mathrm{E}+04$ | $4.22 \mathrm{E}+03$ | 4.94E+02 |
|  | Std | $2.81 \mathrm{E}+01$ | $3.34 \mathrm{E}+01$ | $3.23 \mathrm{E}+02$ | $3.31 \mathrm{E}+03$ | $6.12 \mathrm{E}+02$ | $2.86 \mathrm{E}+01$ |
|  | Rank | 3(+) | $2(\sim)$ | 4(+) | $6(+)$ | 5(+) | 1 |
| F29 | Mean | $1.43 \mathrm{E}+03$ | $1.43 \mathrm{E}+03$ | $1.87 \mathrm{E}+03$ | $3.03 \mathrm{E}+06$ | $4.47 \mathrm{E}+03$ | 5.45E+02 |
|  | Std | $2.17 \mathrm{E}+02$ | $3.44 \mathrm{E}+02$ | $3.74 \mathrm{E}+02$ | $3.35 \mathrm{E}+06$ | $7.01 \mathrm{E}+02$ | $2.09 \mathrm{E}+02$ |
|  | Rank | 2(+) | 2(+) | 4(+) | 6 (+) | 5(+) | 1 |
| F30 | Mean | $9.89 \mathrm{E}+05$ | $1.01 \mathrm{E}+06$ | $5.65 \mathrm{E}+07$ | $2.32 \mathrm{E}+10$ | $3.06 \mathrm{E}+08$ | 6.10E+05 |
|  | Std | $2.31 \mathrm{E}+04$ | $3.25 \mathrm{E}+05$ | $3.57 \mathrm{E}+07$ | $7.65 \mathrm{E}+09$ | $1.14 \mathrm{E}+08$ | $2.41 \mathrm{E}+04$ |
|  | Rank | 2(+) | $3(+)$ | 4(+) | $6(+)$ | 5(+) | 1 |
| Number of first rank |  | 3 | 1 | 0 | 0 | 0 | 25 |
| $+/-/ \approx$ |  | 25/2/2 | 24/1/4 | 27/1/1 | 29/0/0 | 29/0/0 | 1 |
| Final rank |  | 2 | 3 | 4 | 6 | 5 | 1 |

### 6.4 Comparison with other ten state-of-the-art algorithms

In this part, the proposed HTNPIO is further made comparisons with other ten algorithms (LSHADE, CMSRSSSA,

EESHHO, SADE, MPEDE, DELMFO, HCLDMSPSO, HCLPSO, PSODLS and DEBSO) on the 30 CEC2017 problems with $30-D, 50-D$. Note that for the sake of space, HCLDMSPSO is abbreviated as HDMSPSO. The parameters of all algorithms are listed in Table 2. The population
Table 5 Comparisons of HTNPIO and other ten advanced algorithms on 30 CEC2017 instances with dimension 30

| Instances | Indicators | HTNPIO | DELMFO | SADE | MPEDE | PSODLS | HCLPSO | CMSRSSSA | EESHHO | DEBSO | HDMSPSO | LSHADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Mean | $7.76 \mathrm{E}-05$ | $3.04 \mathrm{E}+03$ | $9.67 \mathrm{E}-11$ | 5.73E-10 | $2.52 \mathrm{E}+03$ | $1.40 \mathrm{E}+02$ | $7.48 \mathrm{E}-08$ | $3.04 \mathrm{E}+03$ | $3.43 \mathrm{E}+03$ | $1.52 \mathrm{E}+03$ | 1.10E-13 |
|  | Std | $2.87 \mathrm{E}-04$ | $4.21 \mathrm{E}+03$ | $1.92 \mathrm{E}-10$ | $3.13 \mathrm{E}-09$ | $2.65 \mathrm{E}+03$ | $2.84 \mathrm{E}+02$ | $4.10 \mathrm{E}-07$ | $4.16 \mathrm{E}+03$ | $4.16 \mathrm{E}+03$ | $2.03 \mathrm{E}+03$ | 3.03E-13 |
|  | Rank | 5 | 10 (+) | 2 (-) | 3 (-) | 8 (+) | 6 (+) | 4 (-) | 9 (+) | 11 (+) | 7 (+) | 1 (-) |
| F3 | Mean | $3.27 \mathrm{E}-10$ | $5.72 \mathrm{E}+02$ | 3.22E-14 | $4.68 \mathrm{E}-13$ | $1.70 \mathrm{E}-01$ | $7.17 \mathrm{E}-02$ | 6.42E-06 | $1.82 \mathrm{E}+03$ | $1.70 \mathrm{E}+04$ | $9.34 \mathrm{E}+00$ | $6.37 \mathrm{E}-13$ |
|  | Std | $8.90 \mathrm{E}-10$ | $5.66 \mathrm{E}+02$ | $4.14 \mathrm{E}-14$ | $3.22 \mathrm{E}-13$ | $4.82 \mathrm{E}-01$ | $9.57 \mathrm{E}-02$ | $3.07 \mathrm{E}-05$ | $1.65 \mathrm{E}+03$ | $9.26 \mathrm{E}+03$ | $9.45 \mathrm{E}+00$ | $6.37 \mathrm{E}-13$ |
|  | Rank | 4 | 9 (+) | 1 (-) | 2 (-) | 7 (+) | 6 (+) | $5(\approx)$ | 10 (+) | 11 (+) | 8 (+) | 3 (-) |
| F4 | Mean | $2.00 \mathrm{E}+01$ | $6.98 \mathrm{E}+01$ | $1.38 \mathrm{E}+01$ | $2.26 \mathrm{E}+00$ | $3.67 \mathrm{E}+01$ | $5.05 \mathrm{E}+01$ | $4.04 \mathrm{E}+01$ | $8.32 \mathrm{E}+01$ | $9.04 \mathrm{E}+01$ | $7.57 \mathrm{E}+01$ | $3.72 \mathrm{E}+01$ |
|  | Std | $2.82 \mathrm{E}+01$ | $2.09 \mathrm{E}+01$ | $2.43 \mathrm{E}+01$ | $2.01 \mathrm{E}+00$ | $3.28 \mathrm{E}+01$ | $3.11 \mathrm{E}+01$ | $3.59 \mathrm{E}+01$ | $2.25 \mathrm{E}+01$ | $2.61 \mathrm{E}+01$ | $2.21 \mathrm{E}+01$ | $2.97 \mathrm{E}+01$ |
|  | Rank | 3 | 8 (+) | $2(\approx)$ | 1 (-) | 4 (+) | 7 (+) | 6 (+) | 10 (+) | 11 (+) | 9 (+) | $5(\sim)$ |
| F5 | Mean | $3.94 \mathrm{E}+01$ | $3.09 \mathrm{E}+01$ | $4.28 \mathrm{E}+01$ | $7.05 \mathrm{E}+01$ | $2.68 \mathrm{E}+01$ | $3.94 \mathrm{E}+01$ | $3.74 \mathrm{E}+01$ | $1.90 \mathrm{E}+02$ | $1.54 \mathrm{E}+02$ | $2.80 \mathrm{E}+01$ | $3.02 \mathrm{E}+01$ |
|  | Std | $1.23 \mathrm{E}+01$ | $1.00 \mathrm{E}+01$ | $1.09 \mathrm{E}+01$ | $2.13 \mathrm{E}+01$ | $6.33 \mathrm{E}+00$ | $8.11 \mathrm{E}+00$ | $8.93 \mathrm{E}+00$ | $3.70 \mathrm{E}+01$ | $3.51 \mathrm{E}+01$ | $5.64 \mathrm{E}+00$ | $6.65 \mathrm{E}+00$ |
|  | Rank | 6 | 4 (-) | 8 ( $\sim$ ) | 9 (+) | 1 (-) | 7 ( $\sim$ ) | $5(\approx)$ | 11 (+) | 10 (+) | 2 (-) | 3 (-) |
| F6 | Mean | 1.74E-13 | $5.29 \mathrm{E}-07$ | $3.33 \mathrm{E}-05$ | $1.10 \mathrm{E}+00$ | $6.83 \mathrm{E}-03$ | $3.98 \mathrm{E}-13$ | $3.64 \mathrm{E}-08$ | $1.56 \mathrm{E}+01$ | $3.56 \mathrm{E}+01$ | $1.18 \mathrm{E}-03$ | $5.05 \mathrm{E}-03$ |
|  | Std | 5.77E-14 | 2.62E-06 | $9.81 \mathrm{E}-05$ | $1.40 \mathrm{E}+00$ | $2.47 \mathrm{E}-02$ | $1.02 \mathrm{E}-13$ | $1.99 \mathrm{E}-07$ | $9.62 \mathrm{E}+00$ | $1.17 \mathrm{E}+01$ | $1.14 \mathrm{E}-03$ | $1.42 \mathrm{E}-02$ |
|  | Rank | 1 | $4(\approx)$ | 5 (+) | 9 (+) | 8 (+) | 2 (+) | 3 (+) | 10 (+) | 11 (+) | 6 (+) | 7 (+) |
| F7 | Mean | $1.19 \mathrm{E}+02$ | $6.02 \mathrm{E}+01$ | $7.55 \mathrm{E}+01$ | $1.23 \mathrm{E}+02$ | $5.26 \mathrm{E}+01$ | $8.15 \mathrm{E}+01$ | $7.12 \mathrm{E}+01$ | $4.08 \mathrm{E}+02$ | $3.55 \mathrm{E}+02$ | $5.64 \mathrm{E}+01$ | $5.94 \mathrm{E}+01$ |
|  | Std | $5.12 \mathrm{E}+01$ | $9.23 \mathrm{E}+00$ | $9.50 \mathrm{E}+00$ | $3.09 \mathrm{E}+01$ | $5.49 \mathrm{E}+00$ | $9.75 \mathrm{E}+00$ | $6.84 \mathrm{E}+00$ | $8.56 \mathrm{E}+01$ | $9.18 \mathrm{E}+01$ | $7.14 \mathrm{E}+00$ | $7.23 \mathrm{E}+00$ |
|  | Rank | 8 | 4 (-) | 6 (-) | 9 ( $\sim$ ) | 1 (-) | 7 (-) | 5 (-) | 11 (+) | 10 (+) | 2 (-) | 3 (-) |
| F8 | Mean | $7.47 \mathrm{E}+01$ | $3.53 \mathrm{E}+01$ | $4.16 \mathrm{E}+01$ | $6.29 \mathrm{E}+01$ | $2.57 \mathrm{E}+01$ | $4.33 \mathrm{E}+01$ | $3.79 \mathrm{E}+01$ | $1.43 \mathrm{E}+02$ | $1.38 \mathrm{E}+02$ | $2.94 \mathrm{E}+01$ | $3.04 \mathrm{E}+01$ |
|  | Std | $2.76 \mathrm{E}+01$ | $8.81 \mathrm{E}+00$ | $1.01 \mathrm{E}+01$ | $1.52 \mathrm{E}+01$ | 5.92E+00 | $9.86 \mathrm{E}+00$ | $1.06 \mathrm{E}+01$ | $2.34 \mathrm{E}+01$ | $3.93 \mathrm{E}+01$ | $6.61 \mathrm{E}+00$ | $4.69 \mathrm{E}+00$ |
|  | Rank | 9 | 4 (-) | 6 (-) | 8 ( $\sim$ ) | 1 (-) | 7 (-) | 5 (-) | 11 (+) | 10 (+) | 2 (-) | 3 (-) |
| F9 | Mean | $5.57 \mathrm{E}-01$ | $1.11 \mathrm{E}+00$ | $7.89 \mathrm{E}+00$ | $2.27 \mathrm{E}+02$ | $7.45 \mathrm{E}-01$ | $1.73 \mathrm{E}+01$ | $6.04 \mathrm{E}-02$ | $3.60 \mathrm{E}+03$ | $2.30 \mathrm{E}+03$ | 8.47E-12 | $2.37 \mathrm{E}+00$ |
|  | Std | $1.47 \mathrm{E}+00$ | $4.89 \mathrm{E}+00$ | $1.43 \mathrm{E}+01$ | $1.87 \mathrm{E}+02$ | 6.91E-01 | $1.93 \mathrm{E}+01$ | $1.38 \mathrm{E}-01$ | $7.09 \mathrm{E}+02$ | $7.59 \mathrm{E}+02$ | 3.44E-11 | $2.48 \mathrm{E}+00$ |
|  | Rank | 3 | $5(\approx)$ | 7 (+) | 9 (+) | 4 (+) | 8 (+) | 2 (-) | 11 (+) | 10 (+) | 1 (-) | 6 (+) |
| F10 | Mean | $6.19 \mathrm{E}+03$ | $2.70 \mathrm{E}+03$ | $2.27 \mathrm{E}+03$ | $2.94 \mathrm{E}+03$ | $2.20 \mathrm{E}+03$ | $2.01 \mathrm{E}+03$ | $2.42 \mathrm{E}+03$ | $3.13 \mathrm{E}+03$ | $3.70 \mathrm{E}+03$ | $2.39 \mathrm{E}+03$ | $2.09 \mathrm{E}+03$ |
|  | Std | $3.10 \mathrm{E}+02$ | $5.89 \mathrm{E}+02$ | $4.17 \mathrm{E}+02$ | $5.44 \mathrm{E}+02$ | $5.43 \mathrm{E}+02$ | $3.03 \mathrm{E}+02$ | $6.02 \mathrm{E}+02$ | $5.10 \mathrm{E}+02$ | $6.68 \mathrm{E}+02$ | $3.85 \mathrm{E}+02$ | $3.03 \mathrm{E}+02$ |
|  | Rank | 11 | 7 (-) | 4 (-) | 8 (-) | 3 (-) | 1 (-) | 6 (-) | 9 (-) | 10 (-) | 5 (-) | 2 (-) |
| F11 | Mean | $1.67 \mathrm{E}+01$ | $2.32 \mathrm{E}+01$ | $7.56 \mathrm{E}+01$ | $1.18 \mathrm{E}+02$ | $5.20 \mathrm{E}+01$ | $5.26 \mathrm{E}+01$ | $2.50 \mathrm{E}+01$ | $9.22 \mathrm{E}+01$ | $1.89 \mathrm{E}+02$ | $3.66 \mathrm{E}+01$ | $8.79 \mathrm{E}+01$ |
|  | Std | $1.85 \mathrm{E}+01$ | $2.35 \mathrm{E}+01$ | $2.84 \mathrm{E}+01$ | $5.04 \mathrm{E}+01$ | $2.74 \mathrm{E}+01$ | $2.32 \mathrm{E}+01$ | $2.47 \mathrm{E}+01$ | $3.38 \mathrm{E}+01$ | $6.29 \mathrm{E}+01$ | $1.72 \mathrm{E}+01$ | $4.77 \mathrm{E}+01$ |
|  | Rank | 1 | $2(\approx)$ | 7 (+) | 10 (+) | 5 (+) | 6 (+) | $3(\approx)$ | 9 (+) | 11 (+) | 4 (+) | 8 (+) |
| F12 | Mean | $1.59 \mathrm{E}+04$ | $2.11 \mathrm{E}+04$ | $7.74 \mathrm{E}+03$ | $8.10 \mathrm{E}+03$ | $1.76 \mathrm{E}+04$ | $1.01 \mathrm{E}+05$ | $1.22 \mathrm{E}+04$ | $1.15 \mathrm{E}+06$ | $1.06 \mathrm{E}+06$ | $8.90 \mathrm{E}+04$ | $4.79 \mathrm{E}+03$ |
|  | Std | $1.21 \mathrm{E}+04$ | $1.18 \mathrm{E}+04$ | $3.62 \mathrm{E}+03$ | $9.11 \mathrm{E}+03$ | $1.13 \mathrm{E}+04$ | $1.17 \mathrm{E}+05$ | $7.69 \mathrm{E}+03$ | $1.03 \mathrm{E}+06$ | $8.33 \mathrm{E}+05$ | 8.10E+04 | $4.08 \mathrm{E}+03$ |
|  | Rank | 5 | $7(\approx)$ | 2 (-) | 3 (-) | $6(\approx)$ | 9 (+) | $4(\approx)$ | 11 (+) | 10 (+) | 8 (+) | 1 (-) |

Table 5 (continued)

| Instances | Indicators | HTNPIO | DELMFO | SADE | MPEDE | PSODLS | HCLPSO | CMSRSSSA | EESHHO | DEBSO | HDMSPSO | LSHADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F13 | Mean | 8.91E+01 | $9.27 \mathrm{E}+03$ | $1.07 \mathrm{E}+04$ | $7.44 \mathrm{E}+03$ | $8.29 \mathrm{E}+03$ | $3.74 \mathrm{E}+02$ | $6.33 \mathrm{E}+02$ | $1.09 \mathrm{E}+04$ | $9.83 \mathrm{E}+04$ | $2.89 \mathrm{E}+03$ | $4.31 \mathrm{E}+02$ |
|  | Std | $4.67 \mathrm{E}+01$ | $8.42 \mathrm{E}+03$ | $6.88 \mathrm{E}+03$ | $1.46 \mathrm{E}+04$ | $6.27 \mathrm{E}+03$ | $3.23 \mathrm{E}+02$ | $8.16 \mathrm{E}+02$ | $1.21 \mathrm{E}+04$ | $7.56 \mathrm{E}+04$ | $3.10 \mathrm{E}+03$ | $4.76 \mathrm{E}+02$ |
|  | Rank | 1 | 8 (+) | 9 (+) | 6 (+) | 7 (+) | 2 (+) | 4 (+) | 10 (+) | 11 (+) | 5 (+) | 3 (+) |
| F14 | Mean | 3.75E+01 | 3.81E+01 | $7.29 \mathrm{E}+01$ | $2.01 \mathrm{E}+02$ | $3.01 \mathrm{E}+03$ | $6.05 \mathrm{E}+03$ | $6.90 \mathrm{E}+01$ | $3.83 \mathrm{E}+04$ | $1.13 \mathrm{E}+04$ | $3.23 \mathrm{E}+03$ | $1.41 \mathrm{E}+02$ |
|  | Std | 1.20E+01 | $2.24 \mathrm{E}+01$ | $3.55 \mathrm{E}+01$ | $9.08 \mathrm{E}+01$ | $2.68 \mathrm{E}+03$ | $6.80 \mathrm{E}+03$ | $3.11 \mathrm{E}+01$ | $3.16 \mathrm{E}+04$ | $7.97 \mathrm{E}+03$ | $3.32 \mathrm{E}+03$ | $5.75 \mathrm{E}+01$ |
|  | Rank | 1 | $2(\approx)$ | 4 (+) | 6 (+) | 7 (+) | 9 (+) | 3 (+) | 11 (+) | 10 (+) | 8 (+) | 5 (+) |
| F15 | Mean | $1.48 \mathrm{E}+01$ | $4.07 \mathrm{E}+02$ | $1.68 \mathrm{E}+02$ | $3.13 \mathrm{E}+02$ | $1.78 \mathrm{E}+03$ | $2.42 \mathrm{E}+02$ | $3.67 \mathrm{E}+01$ | $3.46 \mathrm{E}+03$ | $5.32 \mathrm{E}+04$ | $2.73 \mathrm{E}+03$ | $2.23 \mathrm{E}+02$ |
|  | Std | $1.80 \mathrm{E}+01$ | $1.36 \mathrm{E}+03$ | $1.10 \mathrm{E}+02$ | $2.51 \mathrm{E}+02$ | $2.15 \mathrm{E}+03$ | $4.83 \mathrm{E}+02$ | $4.56 \mathrm{E}+01$ | $3.99 \mathrm{E}+03$ | $4.16 \mathrm{E}+04$ | $4.28 \mathrm{E}+03$ | $1.40 \mathrm{E}+02$ |
|  | Rank | 1 | 7 (+) | 3 (+) | 6 (+) | 8 (+) | 5 (+) | 2 (+) | 10 (+) | 11 (+) | 9 (+) | 4 (+) |
| F16 | Mean | $6.87 \mathrm{E}+02$ | $4.31 \mathrm{E}+02$ | $4.48 \mathrm{E}+02$ | $7.55 \mathrm{E}+02$ | $5.07 \mathrm{E}+02$ | $5.80 \mathrm{E}+02$ | $2.04 \mathrm{E}+02$ | $1.11 \mathrm{E}+03$ | $1.30 \mathrm{E}+03$ | $3.21 \mathrm{E}+02$ | $5.25 \mathrm{E}+02$ |
|  | Std | $5.07 \mathrm{E}+02$ | $1.59 \mathrm{E}+02$ | $1.81 \mathrm{E}+02$ | $2.90 \mathrm{E}+02$ | $1.75 \mathrm{E}+02$ | $1.21 \mathrm{E}+02$ | $1.74 \mathrm{E}+02$ | $2.51 \mathrm{E}+02$ | $3.79 \mathrm{E}+02$ | $1.62 \mathrm{E}+02$ | $1.44 \mathrm{E}+02$ |
|  | Rank | 8 | 3 (-) | 4 (-) | 9 ( $\sim$ ) | $5(\sim)$ | 7 ( $\sim$ ) | 1 (-) | 10 (+) | 11 (+) | 2 (-) | 6 (-) |
| F17 | Mean | $7.95 \mathrm{E}+01$ | $6.53 \mathrm{E}+01$ | $5.90 \mathrm{E}+01$ | $3.09 \mathrm{E}+02$ | $1.61 \mathrm{E}+02$ | $1.09 \mathrm{E}+02$ | $9.56 \mathrm{E}+01$ | $5.18 \mathrm{E}+02$ | $5.95 \mathrm{E}+02$ | $6.81 \mathrm{E}+01$ | $1.23 \mathrm{E}+02$ |
|  | Std | $6.44 \mathrm{E}+01$ | $5.96 \mathrm{E}+01$ | 5.40E+01 | $1.82 \mathrm{E}+02$ | $8.13 \mathrm{E}+01$ | $5.46 \mathrm{E}+01$ | $4.80 \mathrm{E}+01$ | $2.10 \mathrm{E}+02$ | $2.64 \mathrm{E}+02$ | $3.20 \mathrm{E}+01$ | $7.48 \mathrm{E}+01$ |
|  | Rank | 4 | $2(\approx)$ | 1 ( $\sim$ ) | 9 (+) | 8 (+) | 6 (+) | $5(\approx)$ | 10 (+) | 11 (+) | $3(\sim)$ | 7 (+) |
| F18 | Mean | $1.31 \mathrm{E}+02$ | $3.30 \mathrm{E}+04$ | $6.32 \mathrm{E}+03$ | $1.77 \mathrm{E}+03$ | $1.13 \mathrm{E}+05$ | $1.00 \mathrm{E}+05$ | $1.89 \mathrm{E}+04$ | $3.03 \mathrm{E}+05$ | $2.27 \mathrm{E}+05$ | $1.06 \mathrm{E}+05$ | $4.62 \mathrm{E}+02$ |
|  | Std | $8.60 \mathrm{E}+01$ | $2.10 \mathrm{E}+04$ | $5.92 \mathrm{E}+03$ | $1.44 \mathrm{E}+03$ | $6.37 \mathrm{E}+04$ | $7.32 \mathrm{E}+04$ | $1.89 \mathrm{E}+04$ | $2.65 \mathrm{E}+05$ | $1.12 \mathrm{E}+05$ | $8.80 \mathrm{E}+04$ | $6.41 \mathrm{E}+02$ |
|  | Rank | 1 | 6 (+) | 4 (+) | 3 (+) | 9 (+) | 7 (+) | 5 (+) | 11 (+) | 10 (+) | 8 (+) | 2 (+) |
| F19 | Mean | $1.60 \mathrm{E}+01$ | $5.75 \mathrm{E}+02$ | 5.13E+01 | $1.88 \mathrm{E}+02$ | $4.55 \mathrm{E}+03$ | $1.45 \mathrm{E}+02$ | $2.23 \mathrm{E}+01$ | $4.09 \mathrm{E}+03$ | $7.81 \mathrm{E}+04$ | $4.08 \mathrm{E}+03$ | $1.31 \mathrm{E}+02$ |
|  | Std | 5.66E+00 | $2.88 \mathrm{E}+03$ | $2.70 \mathrm{E}+01$ | $2.93 \mathrm{E}+02$ | $3.48 \mathrm{E}+03$ | $2.31 \mathrm{E}+02$ | $1.19 \mathrm{E}+01$ | $4.18 \mathrm{E}+03$ | $4.26 \mathrm{E}+04$ | $7.95 \mathrm{E}+03$ | $6.55 \mathrm{E}+01$ |
|  | Rank | 1 | $7(\approx)$ | 3 (+) | 6 (+) | 10 (+) | 5 (+) | $2(\approx)$ | 9 (+) | 11 (+) | 8 (+) | 4 (+) |
| F20 | Mean | 9.12E+01 | $1.48 \mathrm{E}+02$ | $1.11 \mathrm{E}+02$ | $3.64 \mathrm{E}+02$ | $2.16 \mathrm{E}+02$ | $1.53 \mathrm{E}+02$ | $9.85 \mathrm{E}+01$ | $4.84 \mathrm{E}+02$ | $7.27 \mathrm{E}+02$ | $1.45 \mathrm{E}+02$ | $1.83 \mathrm{E}+02$ |
|  | Std | 7.67E+01 | $1.22 \mathrm{E}+02$ | $6.05 \mathrm{E}+01$ | $1.61 \mathrm{E}+02$ | $5.89 \mathrm{E}+01$ | $8.94 \mathrm{E}+01$ | $8.01 \mathrm{E}+01$ | $1.79 \mathrm{E}+02$ | $2.20 \mathrm{E}+02$ | $7.27 \mathrm{E}+01$ | $7.45 \mathrm{E}+01$ |
|  | Rank | 1 | $5(\approx)$ | $3(\approx)$ | 9 (+) | 8 (+) | 6 (+) | 2 ( $\sim$ ) | 10 (+) | 11 (+) | 4 (+) | 7 (+) |
| F21 | Mean | $2.34 \mathrm{E}+02$ | $2.31 \mathrm{E}+02$ | $2.39 \mathrm{E}+02$ | $2.63 \mathrm{E}+02$ | $2.34 \mathrm{E}+02$ | $2.18 \mathrm{E}+02$ | $2.37 \mathrm{E}+02$ | $3.55 \mathrm{E}+02$ | $3.52 \mathrm{E}+02$ | $2.28 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ |
|  | Std | 2.12E+01 | $5.81 \mathrm{E}+00$ | $1.22 \mathrm{E}+01$ | $1.48 \mathrm{E}+01$ | $8.33 \mathrm{E}+00$ | 6.04E+01 | $8.36 \mathrm{E}+00$ | $6.46 \mathrm{E}+01$ | $4.01 \mathrm{E}+01$ | $6.61 \mathrm{E}+00$ | $5.32 \mathrm{E}+00$ |
|  | Rank | 5 | $3(\approx)$ | 8 (+) | 9 (+) | 6 ( $\sim$ ) | $1(\sim)$ | 7 ( $\sim$ ) | 11 (+) | 10 (+) | $2(\approx)$ | $4(\approx)$ |
| F22 | Mean | $1.00 \mathrm{E}+02$ | $1.62 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.60 \mathrm{E}+03$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.39 \mathrm{E}+03$ | $3.29 \mathrm{E}+03$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ |
|  | Std | $1.45 \mathrm{E}-13$ | $3.41 \mathrm{E}+02$ | $7.49 \mathrm{E}-01$ | $1.70 \mathrm{E}+03$ | 6.28E-01 | $1.09 \mathrm{E}+00$ | $2.85 \mathrm{E}-13$ | $1.92 \mathrm{E}+03$ | $1.85 \mathrm{E}+03$ | $1.85 \mathrm{E}-10$ | 7.15E-01 |
|  | Rank | 4 | $8(-)$ | 1 (-) | 10 (+) | $1(\approx)$ | 1 (+) | 4 (+) | 9 (+) | 11 (+) | 6 (+) | 7 (+) |

Table 5 (continued)

| Instances | Indicators | HTNPIO | DELMFO | SADE | MPEDE | PSODLS | HCLPSO | CMSRSSSA | EESHHO | DEBSO | HDMSPSO | LSHADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F23 | Mean | $3.82 \mathrm{E}+02$ | $3.83 \mathrm{E}+02$ | $3.96 \mathrm{E}+02$ | $4.46 \mathrm{E}+02$ | $3.77 \mathrm{E}+02$ | $3.99 \mathrm{E}+02$ | $3.90 \mathrm{E}+02$ | $5.45 \mathrm{E}+02$ | $6.71 \mathrm{E}+02$ | $3.82 \mathrm{E}+02$ | $3.81 \mathrm{E}+02$ |
|  | Std | $2.49 \mathrm{E}+01$ | $1.18 \mathrm{E}+01$ | $1.50 \mathrm{E}+01$ | $2.60 \mathrm{E}+01$ | $8.42 \mathrm{E}+00$ | $1.07 \mathrm{E}+01$ | $1.31 \mathrm{E}+01$ | $4.97 \mathrm{E}+01$ | $8.22 \mathrm{E}+01$ | $1.19 \mathrm{E}+01$ | $5.90 \mathrm{E}+00$ |
|  | Rank | 4 | $5(\approx)$ | 7 (+) | 9 (+) | 1 ( $\sim$ ) | 8 (+) | 6 (+) | 10 (+) | 11 (+) | 3 ( $\sim$ ) | $2(\approx)$ |
| F24 | Mean | $4.47 \mathrm{E}+02$ | $4.50 \mathrm{E}+02$ | $4.67 \mathrm{E}+02$ | $5.16 \mathrm{E}+02$ | $4.39 \mathrm{E}+02$ | $4.55 \mathrm{E}+02$ | $4.55 \mathrm{E}+02$ | $6.85 \mathrm{E}+02$ | $7.68 \mathrm{E}+02$ | $4.45 \mathrm{E}+02$ | $4.51 \mathrm{E}+02$ |
|  | Std | $9.56 \mathrm{E}+00$ | $7.38 \mathrm{E}+00$ | $1.34 \mathrm{E}+01$ | $2.00 \mathrm{E}+01$ | $7.76 \mathrm{E}+00$ | $8.53 \mathrm{E}+01$ | $1.37 \mathrm{E}+01$ | $8.72 \mathrm{E}+01$ | $9.67 \mathrm{E}+01$ | $8.16 \mathrm{E}+00$ | $1.04 \mathrm{E}+01$ |
|  | Rank | 3 | 4 (+) | 8 (+) | 9 (+) | 1 (-) | 6 (+) | 7 (+) | 10 (+) | 11 (+) | $2(\approx)$ | $5(\sim)$ |
| F25 | Mean | $3.86 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ | $3.91 \mathrm{E}+02$ | $3.81 \mathrm{E}+02$ | $3.91 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ | $3.88 \mathrm{E}+02$ | $3.99 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ |
|  | Std | $2.01 \mathrm{E}+00$ | $7.68 \mathrm{E}-01$ | $1.08 \mathrm{E}+01$ | $6.80 \mathrm{E}+00$ | $1.16 \mathrm{E}+01$ | $1.19 \mathrm{E}+00$ | $6.86 \mathrm{E}+00$ | $1.35 \mathrm{E}+01$ | $1.78 \mathrm{E}+00$ | $5.69 \mathrm{E}-01$ | $2.46 \mathrm{E}+00$ |
|  | Rank | 2 | 4 (+) | 9 (+) | 1 (-) | 9 (+) | 4 (+) | 8 (+) | 11 (+) | 4 ( $\sim$ ) | 3 (+) | 7 (+) |
| F26 | Mean | $4.48 \mathrm{E}+02$ | $1.38 \mathrm{E}+03$ | $1.18 \mathrm{E}+03$ | $1.91 \mathrm{E}+03$ | $7.11 \mathrm{E}+02$ | $2.49 \mathrm{E}+02$ | $1.27 \mathrm{E}+03$ | $3.31 \mathrm{E}+03$ | $4.18 \mathrm{E}+03$ | $1.21 \mathrm{E}+03$ | $1.35 \mathrm{E}+03$ |
|  | Std | $4.76 \mathrm{E}+02$ | $1.26 \mathrm{E}+02$ | $6.13 \mathrm{E}+02$ | $5.17 \mathrm{E}+02$ | $4.65 \mathrm{E}+02$ | $4.93 \mathrm{E}+01$ | $1.15 \mathrm{E}+02$ | $1.33 \mathrm{E}+03$ | $1.28 \mathrm{E}+03$ | $9.21 \mathrm{E}+01$ | $2.68 \mathrm{E}+02$ |
|  | Rank | 2 | 8 (+) | 4 (+) | 9 (+) | 3 ( $\sim$ ) | 1 (-) | 6 (+) | 10 (+) | 11 (+) | 5 (+) | 7 (+) |
| F27 | Mean | $5.03 \mathrm{E}+02$ | $5.10 \mathrm{E}+02$ | $5.19 \mathrm{E}+02$ | $5.00 \mathrm{E}+02$ | $5.19 \mathrm{E}+02$ | 5.12E+02 | $5.00 \mathrm{E}+02$ | $5.79 \mathrm{E}+02$ | $7.82 \mathrm{E}+02$ | 5.13E+02 | $5.10 \mathrm{E}+02$ |
|  | Std | $6.78 \mathrm{E}+00$ | $9.06 \mathrm{E}+00$ | $8.30 \mathrm{E}+00$ | $2.65 \mathrm{E}-04$ | $1.05 \mathrm{E}+01$ | $5.96 \mathrm{E}+00$ | $6.83 \mathrm{E}+00$ | $3.91 \mathrm{E}+01$ | $1.28 \mathrm{E}+02$ | $7.48 \mathrm{E}+00$ | $9.50 \mathrm{E}+00$ |
|  | Rank | 3 | 4 (+) | 8 (+) | 1 (-) | 8 (+) | 6 (+) | 2 (-) | 10 (+) | 11 (+) | 7 (+) | 5 (+) |
| F28 | Mean | 3.11E+02 | $3.56 \mathrm{E}+02$ | $3.14 \mathrm{E}+02$ | $4.43 \mathrm{E}+02$ | $3.26 \mathrm{E}+02$ | $3.78 \mathrm{E}+02$ | $3.38 \mathrm{E}+02$ | $3.88 \mathrm{E}+02$ | $3.65 \mathrm{E}+02$ | $3.74 \mathrm{E}+02$ | $3.37 \mathrm{E}+02$ |
|  | Std | $3.37 \mathrm{E}+01$ | $6.27 \mathrm{E}+01$ | $3.60 \mathrm{E}+01$ | $7.26 \mathrm{E}+01$ | $4.40 \mathrm{E}+01$ | $3.90 \mathrm{E}+01$ | $6.03 \mathrm{E}+01$ | $4.45 \mathrm{E}+01$ | $5.66 \mathrm{E}+01$ | $4.31 \mathrm{E}+01$ | $5.91 \mathrm{E}+01$ |
|  | Rank | 1 | 6 (+) | 2 (-) | 11 (+) | 3 (+) | 9 (+) | 5 (+) | 10 (+) | 7 (+) | 8 (+) | 4 (+) |
| F29 | Mean | $4.64 \mathrm{E}+02$ | $4.53 \mathrm{E}+02$ | $4.73 \mathrm{E}+02$ | $7.03 \mathrm{E}+02$ | $5.64 \mathrm{E}+02$ | $5.10 \mathrm{E}+02$ | $4.67 \mathrm{E}+02$ | $9.97 \mathrm{E}+02$ | $1.38 \mathrm{E}+03$ | $5.01 \mathrm{E}+02$ | $5.35 \mathrm{E}+02$ |
|  | Std | $6.52 \mathrm{E}+01$ | 5.03E+01 | $5.34 \mathrm{E}+01$ | $1.34 \mathrm{E}+02$ | $9.74 \mathrm{E}+01$ | $5.42 \mathrm{E}+01$ | 6.64E+01 | $2.55 \mathrm{E}+02$ | $2.74 \mathrm{E}+02$ | $3.45 \mathrm{E}+01$ | $7.77 \mathrm{E}+01$ |
|  | Rank | 2 | $1(\sim)$ | $4(\approx)$ | 9 (+) | 8 (+) | 6 (+) | $3(\approx)$ | 10 (+) | 11 (+) | 5 (+) | 7 (+) |
| F30 | Mean | $3.01 \mathrm{E}+03$ | 4.16E+03 | $3.65 \mathrm{E}+03$ | 3.36E+02 | $4.50 \mathrm{E}+03$ | $3.82 \mathrm{E}+03$ | $2.67 \mathrm{E}+03$ | $7.58 \mathrm{E}+03$ | $3.35 \mathrm{E}+05$ | $3.67 \mathrm{E}+03$ | $2.27 \mathrm{E}+03$ |
|  | Std | $6.25 \mathrm{E}+02$ | $1.25 \mathrm{E}+03$ | $1.52 \mathrm{E}+03$ | $7.54 \mathrm{E}+01$ | $1.66 \mathrm{E}+03$ | $1.10 \mathrm{E}+03$ | $5.24 \mathrm{E}+02$ | $4.31 \mathrm{E}+03$ | $2.47 \mathrm{E}+05$ | $9.45 \mathrm{E}+02$ | $2.14 \mathrm{E}+02$ |
|  | Rank | 4 | 8 (+) | 5 (+) | 1 (-) | 9 (+) | 7 (+) | 3 (-) | 10 (+) | 11 (+) | 6 (+) | 2 (-) |
| Number of first rank |  | 9 | 3 | 5 | 5 | 7 | 3 | 1 | 0 | 0 | 1 | 2 |
| +/-/ $\approx$ |  | 1 | 12/11/6 | 15/5/9 | 18/3/8 | 18/6/5 | 22/3/4 | 12/9/8 | 28/0/1 | 27/1/1 | 19/4/6 | 16/4/9 |
| Average rank |  | 3.59 | 5.34 | 4.72 | 6.69 | 5.48 | 5.59 | 4.24 | 10.14 | 10.31 | 5.10 | 4.48 |
| Final rank |  | 1 | 6 | 4 | 9 | 7 | 8 | 2 | 10 | 11 | 5 | 3 |

Table 6 Comparisons of HTNPIO and other ten advanced algorithms on 30 CEC2017 instances with dimension 50

| Instances | Indicators | HTNPIO | DELMFO | SADE | MPEDE | PSODLS | HCLPSO | CMSRSSSA | EESHHO | DEBSO | HDMSPSO | LSHADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Mean | $6.16 \mathrm{E}+02$ | $4.06 \mathrm{E}+03$ | $1.44 \mathrm{E}+03$ | $5.24 \mathrm{E}+02$ | $3.24 \mathrm{E}+03$ | $2.09 \mathrm{E}+02$ | $6.88 \mathrm{E}+02$ | $4.56 \mathrm{E}+03$ | $4.40 \mathrm{E}+03$ | $2.51 \mathrm{E}+03$ | 5.85E-01 |
|  | Std | $8.87 \mathrm{E}+02$ | $4.87 \mathrm{E}+03$ | $2.10 \mathrm{E}+03$ | $1.74 \mathrm{E}+03$ | $5.13 \mathrm{E}+03$ | $4.38 \mathrm{E}+02$ | $1.26 \mathrm{E}+03$ | $6.67 \mathrm{E}+03$ | $3.85 \mathrm{E}+03$ | $2.77 \mathrm{E}+03$ | $1.56 \mathrm{E}+00$ |
|  | Rank | 4 | 9(+) | $6(+)$ | 3(-) | 8(+) | $2(\approx)$ | 5( $\sim$ ) | 11(+) | 10(+) | 7(+) | 1(-) |
| F3 | Mean | $3.97 \mathrm{E}+01$ | $1.84 \mathrm{E}+04$ | $1.01 \mathrm{E}-01$ | 5.16E-12 | $8.24 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $1.03 \mathrm{E}+01$ | $8.59 \mathrm{E}+03$ | $5.75 \mathrm{E}+04$ | $4.86 \mathrm{E}+03$ | $7.74 \mathrm{E}-12$ |
|  | Std | $5.89 \mathrm{E}+01$ | $8.53 \mathrm{E}+03$ | $2.98 \mathrm{E}-01$ | 8.71E-12 | $4.72 \mathrm{E}+02$ | $2.42 \mathrm{E}+02$ | $2.29 \mathrm{E}+01$ | $3.34 \mathrm{E}+03$ | $1.57 \mathrm{E}+04$ | $1.77 \mathrm{E}+03$ | $9.53 \mathrm{E}-12$ |
|  | Rank | 5 | 10(+) | 3(-) | 1(-) | 7 (+) | $6(+)$ | 4(-) | 9(+) | 11(+) | $8(+)$ | $2(-)$ |
| F4 | Mean | $5.38 \mathrm{E}+01$ | $6.37 \mathrm{E}+01$ | $6.82 \mathrm{E}+01$ | $9.94 \mathrm{E}+00$ | $9.27 \mathrm{E}+01$ | $7.59 \mathrm{E}+01$ | $7.43 \mathrm{E}+01$ | $1.25 \mathrm{E}+02$ | $1.41 \mathrm{E}+02$ | $9.01 \mathrm{E}+01$ | $4.35 \mathrm{E}+01$ |
|  | Std | $3.31 \mathrm{E}+01$ | $4.45 \mathrm{E}+01$ | $4.16 \mathrm{E}+01$ | $1.61 \mathrm{E}+01$ | $4.41 \mathrm{E}+01$ | $3.67 \mathrm{E}+01$ | $4.66 \mathrm{E}+01$ | $4.95 \mathrm{E}+01$ | $5.63 \mathrm{E}+01$ | $4.76 \mathrm{E}+01$ | $4.75 \mathrm{E}+01$ |
|  | Rank | 3 | $4(\approx)$ | $5(\approx)$ | 1(-) | $9(+)$ | 7(+) | $6(\approx)$ | 10(+) | 11(+) | $8(+)$ | $2(\approx)$ |
| F5 | Mean | $2.48 \mathrm{E}+02$ | $6.38 \mathrm{E}+01$ | $1.03 \mathrm{E}+02$ | $1.78 \mathrm{E}+02$ | 6.07E+01 | $1.02 \mathrm{E}+02$ | $8.08 \mathrm{E}+01$ | $3.46 \mathrm{E}+02$ | $2.85 \mathrm{E}+02$ | $6.37 \mathrm{E}+01$ | $7.67 \mathrm{E}+01$ |
|  | Std | $6.97 \mathrm{E}+01$ | $1.32 \mathrm{E}+01$ | $1.40 \mathrm{E}+01$ | $2.87 \mathrm{E}+01$ | 1.18E+01 | $1.76 \mathrm{E}+01$ | $1.36 \mathrm{E}+01$ | $3.74 \mathrm{E}+01$ | $6.13 \mathrm{E}+01$ | $9.79 \mathrm{E}+00$ | $1.22 \mathrm{E}+01$ |
|  | Rank | 9 | 3(-) | $7(-)$ | 8(-) | 1(-) | $6(-)$ | 5(-) | 11(+) | $10(\approx)$ | 2(-) | 4(-) |
| F6 | Mean | 7.77E-03 | $1.26 \mathrm{E}-04$ | $7.32 \mathrm{E}-03$ | $8.26 \mathrm{E}+00$ | $8.97 \mathrm{E}-03$ | 7.16E-13 | $1.68 \mathrm{E}-08$ | $2.09 \mathrm{E}+01$ | $4.33 \mathrm{E}+01$ | $9.18 \mathrm{E}-03$ | $2.04 \mathrm{E}-01$ |
|  | Std | $4.25 \mathrm{E}-02$ | $3.53 \mathrm{E}-04$ | $1.29 \mathrm{E}-02$ | $4.19 \mathrm{E}+00$ | $7.44 \mathrm{E}-03$ | 1.56E-13 | $5.73 \mathrm{E}-08$ | $1.07 \mathrm{E}+01$ | $9.58 \mathrm{E}+00$ | $4.44 \mathrm{E}-03$ | $2.01 \mathrm{E}-01$ |
|  | Rank | 5 | 3(+) | 4(+) | 9(+) | 6 (+) | 1(+) | 2(+) | 10(+) | 11(+) | 7(+) | $8(+)$ |
| F7 | Mean | $1.27 \mathrm{E}+02$ | $1.21 \mathrm{E}+02$ | $1.76 \mathrm{E}+02$ | $3.27 \mathrm{E}+02$ | $1.06 \mathrm{E}+02$ | $1.70 \mathrm{E}+02$ | $1.38 \mathrm{E}+02$ | $7.95 \mathrm{E}+02$ | $7.95 \mathrm{E}+02$ | $1.05 \mathrm{E}+02$ | $1.43 \mathrm{E}+02$ |
|  | Std | $4.75 \mathrm{E}+01$ | $1.29 \mathrm{E}+01$ | $2.31 \mathrm{E}+01$ | $8.28 \mathrm{E}+01$ | $1.22 \mathrm{E}+01$ | $1.85 \mathrm{E}+01$ | $1.32 \mathrm{E}+01$ | $1.34 \mathrm{E}+02$ | $1.37 \mathrm{E}+02$ | $1.06 \mathrm{E}+01$ | $1.82 \mathrm{E}+01$ |
|  | Rank | 4 | $3(\approx)$ | $8(+)$ | $9(+)$ | $2(-)$ | 7(+) | 5(+) | $10(+)$ | 11(+) | 1(-) | $6(+)$ |
| F8 | Mean | $1.81 \mathrm{E}+02$ | $6.36 \mathrm{E}+01$ | $1.09 \mathrm{E}+02$ | $1.66 \mathrm{E}+02$ | $6.77 \mathrm{E}+01$ | $1.05 \mathrm{E}+02$ | $7.43 \mathrm{E}+01$ | $3.21 \mathrm{E}+02$ | $2.85 \mathrm{E}+02$ | $6.10 \mathrm{E}+01$ | $7.68 \mathrm{E}+01$ |
|  | Std | $1.02 \mathrm{E}+02$ | $1.29 \mathrm{E}+01$ | $2.42 \mathrm{E}+01$ | $3.11 \mathrm{E}+01$ | $1.43 \mathrm{E}+01$ | $1.74 \mathrm{E}+01$ | $1.52 \mathrm{E}+01$ | $3.79 \mathrm{E}+01$ | $5.72 \mathrm{E}+01$ | 1.11E+01 | $1.23 \mathrm{E}+01$ |
|  | Rank | 9 | $2(-)$ | 7 (-) | 8( $\sim$ ) | 3(-) | $6(-)$ | 4(-) | 11(+) | 10(+) | 1(-) | 5(-) |
| F9 | Mean | $6.27 \mathrm{E}+01$ | $5.43 \mathrm{E}+00$ | $3.30 \mathrm{E}+02$ | $2.94 \mathrm{E}+03$ | $9.26 \mathrm{E}+00$ | $3.50 \mathrm{E}+02$ | $8.67 \mathrm{E}-01$ | $1.08 \mathrm{E}+04$ | $7.22 \mathrm{E}+03$ | 1.33E-01 | $1.89 \mathrm{E}+02$ |
|  | Std | $1.56 \mathrm{E}+02$ | $5.42 \mathrm{E}+00$ | $2.40 \mathrm{E}+02$ | $1.27 \mathrm{E}+03$ | $4.89 \mathrm{E}+00$ | $2.46 \mathrm{E}+02$ | $1.09 \mathrm{E}+00$ | $1.51 \mathrm{E}+03$ | $1.79 \mathrm{E}+03$ | 2.19E-01 | $1.95 \mathrm{E}+02$ |
|  | Rank | 5 | 3(-) | 7 (+) | $9(+)$ | 4( $\sim$ ) | 8(+) | $2(-)$ | 11(+) | 10(+) | 1(-) | $6(+)$ |
| F10 | Mean | $1.01 \mathrm{E}+04$ | $5.51 \mathrm{E}+03$ | $4.27 \mathrm{E}+03$ | $5.57 \mathrm{E}+03$ | $4.49 \mathrm{E}+03$ | $4.00 \mathrm{E}+03$ | $4.98 \mathrm{E}+03$ | $5.68 \mathrm{E}+03$ | $6.58 \mathrm{E}+03$ | $4.50 \mathrm{E}+03$ | $3.84 \mathrm{E}+03$ |
|  | Std | $2.94 \mathrm{E}+03$ | $9.26 \mathrm{E}+02$ | $7.20 \mathrm{E}+02$ | $9.01 \mathrm{E}+02$ | $7.68 \mathrm{E}+02$ | $4.36 \mathrm{E}+02$ | $8.18 \mathrm{E}+02$ | $7.17 \mathrm{E}+02$ | $8.39 \mathrm{E}+02$ | $4.05 \mathrm{E}+02$ | $4.50 \mathrm{E}+02$ |
|  | Rank | 11 | $7(-)$ | $3(-)$ | 8(-) | 4(-) | $2(-)$ | $6(-)$ | $9(-)$ | 10(-) | $5(-)$ | 1(-) |
| F11 | Mean | $5.11 \mathrm{E}+01$ | $4.48 \mathrm{E}+01$ | $1.16 \mathrm{E}+02$ | $2.66 \mathrm{E}+02$ | $9.57 \mathrm{E}+01$ | $1.43 \mathrm{E}+02$ | $5.02 \mathrm{E}+01$ | $1.30 \mathrm{E}+02$ | $2.71 \mathrm{E}+02$ | $9.54 \mathrm{E}+01$ | $2.15 \mathrm{E}+02$ |
|  | Std | $1.65 \mathrm{E}+01$ | $1.33 \mathrm{E}+01$ | $3.88 \mathrm{E}+01$ | $9.85 \mathrm{E}+01$ | $2.51 \mathrm{E}+01$ | $3.65 \mathrm{E}+01$ | $1.26 \mathrm{E}+01$ | $2.43 \mathrm{E}+01$ | $8.23 \mathrm{E}+01$ | $1.97 \mathrm{E}+01$ | $5.13 \mathrm{E}+01$ |
|  | Rank | 3 | 1( $\sim$ ) | $6(+)$ | 10(+) | 5(+) | $8(+)$ | $2(\approx)$ | 7(+) | 11(+) | 4(+) | $9(+)$ |
| F12 | Mean | $4.98 \mathrm{E}+04$ | $3.63 \mathrm{E}+05$ | $4.90 \mathrm{E}+04$ | $3.58 \mathrm{E}+04$ | $2.11 \mathrm{E}+05$ | $8.64 \mathrm{E}+05$ | $9.02 \mathrm{E}+04$ | $3.13 \mathrm{E}+06$ | $5.35 \mathrm{E}+06$ | $8.21 \mathrm{E}+05$ | $1.73 \mathrm{E}+04$ |
|  | Std | $3.30 \mathrm{E}+04$ | $2.06 \mathrm{E}+05$ | 2.15E+04 | $3.03 \mathrm{E}+04$ | $1.36 \mathrm{E}+05$ | $4.86 \mathrm{E}+05$ | $6.37 \mathrm{E}+04$ | $1.80 \mathrm{E}+06$ | $2.69 \mathrm{E}+06$ | $4.45 \mathrm{E}+05$ | $1.29 \mathrm{E}+04$ |
|  | Rank | 4 | 7(+) | $3(\approx)$ | $2(\approx)$ | $6(+)$ | $9(+)$ | 5(+) | $10(+)$ | 11(+) | 8(+) | 1(-) |

Table 6 (continued)

| Instances | Indicators | HTNPIO | DELMFO | SADE | MPEDE | PSODLS | HCLPSO | CMSRSSSA | EESHHO | DEBSO | HDMSPSO | LSHADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F13 | Mean | $1.31 \mathrm{E}+03$ | $3.55 \mathrm{E}+03$ | $1.10 \mathrm{E}+03$ | $1.88 \mathrm{E}+03$ | $2.29 \mathrm{E}+03$ | $5.29 \mathrm{E}+02$ | $4.42 \mathrm{E}+03$ | $9.23 \mathrm{E}+03$ | $9.77 \mathrm{E}+04$ | $2.66 \mathrm{E}+03$ | $2.26 \mathrm{E}+03$ |
|  | Std | $1.87 \mathrm{E}+03$ | $4.64 \mathrm{E}+03$ | $1.24 \mathrm{E}+03$ | $2.54 \mathrm{E}+03$ | $3.02 \mathrm{E}+03$ | $3.19 \mathrm{E}+02$ | $6.07 \mathrm{E}+03$ | $7.32 \mathrm{E}+03$ | $4.60 \mathrm{E}+04$ | $2.92 \mathrm{E}+03$ | $2.17 \mathrm{E}+03$ |
|  | Rank | 3 | 8(+) | $2(\approx)$ | 4( $\sim$ ) | $6(\approx)$ | 1( $\sim$ ) | 9(+) | 10(+) | 11(+) | $7(\approx)$ | $5(\approx)$ |
| F14 | Mean | 7.34E+01 | $7.81 \mathrm{E}+03$ | $1.26 \mathrm{E}+03$ | $2.12 \mathrm{E}+03$ | $1.83 \mathrm{E}+04$ | $3.17 \mathrm{E}+04$ | $7.85 \mathrm{E}+02$ | $9.44 \mathrm{E}+04$ | $3.72 \mathrm{E}+04$ | $3.02 \mathrm{E}+04$ | $3.53 \mathrm{E}+02$ |
|  | Std | $2.78 \mathrm{E}+01$ | $1.07 \mathrm{E}+04$ | $9.78 \mathrm{E}+02$ | $1.92 \mathrm{E}+03$ | $1.27 \mathrm{E}+04$ | $1.82 \mathrm{E}+04$ | $6.11 \mathrm{E}+02$ | $7.34 \mathrm{E}+04$ | $2.44 \mathrm{E}+04$ | $2.41 \mathrm{E}+04$ | $1.12 \mathrm{E}+02$ |
|  | Rank | 1 | 6(+) | 4(+) | 5(+) | 7 (+) | $9(+)$ | 3(+) | 11(+) | 10(+) | 8(+) | 2(+) |
| F15 | Mean | 7.18E+01 | $2.88 \mathrm{E}+03$ | $3.98 \mathrm{E}+03$ | $3.23 \mathrm{E}+03$ | $4.58 \mathrm{E}+03$ | $3.98 \mathrm{E}+02$ | $4.95 \mathrm{E}+02$ | $1.41 \mathrm{E}+04$ | 4.62E+04 | $2.63 \mathrm{E}+03$ | $4.16 \mathrm{E}+02$ |
|  | Std | 2.27E+01 | $3.56 \mathrm{E}+03$ | $3.14 \mathrm{E}+03$ | $7.00 \mathrm{E}+03$ | $4.02 \mathrm{E}+03$ | $4.34 \mathrm{E}+02$ | $1.14 \mathrm{E}+03$ | $6.03 \mathrm{E}+03$ | $2.36 \mathrm{E}+04$ | $2.92 \mathrm{E}+03$ | $1.82 \mathrm{E}+02$ |
|  | Rank | 1 | $6(+)$ | 8(+) | 7(+) | $9(+)$ | 2(+) | $4(\approx)$ | 10(+) | 11(+) | 5(+) | $3(+)$ |
| F16 | Mean | $7.94 \mathrm{E}+02$ | $9.91 \mathrm{E}+02$ | $9.79 \mathrm{E}+02$ | $1.45 \mathrm{E}+03$ | $6.61 \mathrm{E}+02$ | $1.18 \mathrm{E}+03$ | 6.24E+02 | $1.85 \mathrm{E}+03$ | $2.21 \mathrm{E}+03$ | $7.34 \mathrm{E}+02$ | $9.81 \mathrm{E}+02$ |
|  | Std | $2.57 \mathrm{E}+02$ | $2.23 \mathrm{E}+02$ | $2.65 \mathrm{E}+02$ | $3.98 \mathrm{E}+02$ | $2.60 \mathrm{E}+02$ | $2.09 \mathrm{E}+02$ | $2.24 \mathrm{E}+02$ | $4.71 \mathrm{E}+02$ | $5.02 \mathrm{E}+02$ | $2.02 \mathrm{E}+02$ | $1.37 \mathrm{E}+02$ |
|  | Rank | 4 | 7 (+) | 5(+) | 9(+) | $2(-)$ | $8(+)$ | 1(-) | 10(+) | 11(+) | $3(\sim)$ | 6(+) |
| F17 | Mean | $5.49 \mathrm{E}+02$ | $6.47 \mathrm{E}+02$ | $6.71 \mathrm{E}+02$ | $1.17 \mathrm{E}+03$ | $6.11 \mathrm{E}+02$ | $8.71 \mathrm{E}+02$ | $4.71 \mathrm{E}+02$ | $1.57 \mathrm{E}+03$ | $1.68 \mathrm{E}+03$ | $5.63 \mathrm{E}+02$ | $7.83 \mathrm{E}+02$ |
|  | Std | $2.58 \mathrm{E}+02$ | $2.63 \mathrm{E}+02$ | $2.04 \mathrm{E}+02$ | $2.60 \mathrm{E}+02$ | $1.52 \mathrm{E}+02$ | $1.74 \mathrm{E}+02$ | 1.73E+02 | $2.95 \mathrm{E}+02$ | $3.50 \mathrm{E}+02$ | $1.18 \mathrm{E}+02$ | $1.65 \mathrm{E}+02$ |
|  | Rank | 2 | 5( $\sim$ ) | $6(+)$ | $9(+)$ | 4( $\sim$ ) | 8(+) | $\mathbf{1}(\approx)$ | 10(+) | 11(+) | $3(\approx)$ | 7(+) |
| F18 | Mean | $9.73 \mathrm{E}+03$ | $1.71 \mathrm{E}+05$ | $1.27 \mathrm{E}+04$ | $1.39 \mathrm{E}+04$ | $1.43 \mathrm{E}+05$ | $1.68 \mathrm{E}+05$ | $1.61 \mathrm{E}+04$ | $5.28 \mathrm{E}+05$ | $2.59 \mathrm{E}+05$ | $3.04 \mathrm{E}+05$ | $2.10 \mathrm{E}+03$ |
|  | Std | $1.29 \mathrm{E}+04$ | $1.40 \mathrm{E}+05$ | $8.71 \mathrm{E}+03$ | $2.30 \mathrm{E}+04$ | $1.21 \mathrm{E}+05$ | $1.48 \mathrm{E}+05$ | $1.16 \mathrm{E}+04$ | $3.89 \mathrm{E}+05$ | $1.70 \mathrm{E}+05$ | $2.01 \mathrm{E}+05$ | $2.01 \mathrm{E}+03$ |
|  | Rank | 2 | 8(+) | $3(\approx)$ | $4(\approx)$ | $6(+)$ | 7 (+) | 5(+) | 11(+) | $9(+)$ | 10(+) | 1(-) |
| F19 | Mean | 2.88E+01 | $1.11 \mathrm{E}+04$ | $1.26 \mathrm{E}+04$ | $4.02 \mathrm{E}+03$ | $1.46 \mathrm{E}+04$ | $5.66 \mathrm{E}+02$ | $1.55 \mathrm{E}+02$ | $1.87 \mathrm{E}+04$ | $2.27 \mathrm{E}+05$ | $1.19 \mathrm{E}+04$ | $1.88 \mathrm{E}+02$ |
|  | Std | 1.10E+01 | $7.85 \mathrm{E}+03$ | $5.49 \mathrm{E}+03$ | $6.27 \mathrm{E}+03$ | $4.56 \mathrm{E}+03$ | $6.72 \mathrm{E}+02$ | $2.70 \mathrm{E}+02$ | $1.33 \mathrm{E}+04$ | $8.09 \mathrm{E}+04$ | $7.43 \mathrm{E}+03$ | $6.78 \mathrm{E}+01$ |
|  | Rank | 1 | 6 (+) | 8(+) | 5(+) | 9(+) | $4(+)$ | 2(+) | 10(+) | 11(+) | 7(+) | 3(+) |
| F20 | Mean | 3.13E+02 | $5.04 \mathrm{E}+02$ | $4.05 \mathrm{E}+02$ | $8.79 \mathrm{E}+02$ | $3.65 \mathrm{E}+02$ | $5.86 \mathrm{E}+02$ | $4.40 \mathrm{E}+02$ | $1.21 \mathrm{E}+03$ | $1.49 \mathrm{E}+03$ | $3.94 \mathrm{E}+02$ | $4.61 \mathrm{E}+02$ |
|  | Std | $1.40 \mathrm{E}+02$ | $2.05 \mathrm{E}+02$ | $1.98 \mathrm{E}+02$ | $2.86 \mathrm{E}+02$ | $1.08 \mathrm{E}+02$ | $1.95 \mathrm{E}+02$ | $2.42 \mathrm{E}+02$ | $2.88 \mathrm{E}+02$ | $3.75 \mathrm{E}+02$ | $1.51 \mathrm{E}+02$ | $1.57 \mathrm{E}+02$ |
|  | Rank | 1 | 7(+) | 4( $\sim$ ) | $9(+)$ | 2( $\sim$ ) | 8(+) | 5(+) | 10(+) | 11(+) | 3(+) | $6(+)$ |
| F21 | Mean | $2.75 \mathrm{E}+02$ | $2.66 \mathrm{E}+02$ | $2.94 \mathrm{E}+02$ | $3.56 \mathrm{E}+02$ | $2.65 \mathrm{E}+02$ | $3.11 \mathrm{E}+02$ | $2.78 \mathrm{E}+02$ | $5.28 \mathrm{E}+02$ | $5.22 \mathrm{E}+02$ | $2.62 \mathrm{E}+02$ | $2.79 \mathrm{E}+02$ |
|  | Std | $2.03 \mathrm{E}+01$ | $1.24 \mathrm{E}+01$ | $1.58 \mathrm{E}+01$ | $2.76 \mathrm{E}+01$ | $1.43 \mathrm{E}+01$ | $2.19 \mathrm{E}+01$ | $2.05 \mathrm{E}+01$ | $5.07 \mathrm{E}+01$ | $6.51 \mathrm{E}+01$ | $1.30 \mathrm{E}+01$ | $2.12 \mathrm{E}+01$ |
|  | Rank | 4 | $3(\approx)$ | 7(+) | $9(+)$ | $2(-)$ | 8(+) | $5(\approx)$ | 11(+) | 10(+) | 1(-) | $6(\approx)$ |

Table 6 (continued)

| Instances | Indicators | HTNPIO | DELMFO | SADE | MPEDE | PSODLS | HCLPSO | CMSRSSSA | EESHHO | DEBSO | HDMSPSO | LSHADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F22 | Mean | $5.08 \mathrm{E}+02$ | $5.56 \mathrm{E}+03$ | $4.39 \mathrm{E}+03$ | $6.76 \mathrm{E}+03$ | $2.37 \mathrm{E}+03$ | $3.70 \mathrm{E}+03$ | $3.80 \mathrm{E}+03$ | $6.80 \mathrm{E}+03$ | $7.11 \mathrm{E}+03$ | $3.70 \mathrm{E}+03$ | $4.28 \mathrm{E}+03$ |
|  | Std | $2.24 \mathrm{E}+03$ | $1.64 \mathrm{E}+03$ | $1.78 \mathrm{E}+03$ | $1.12 \mathrm{E}+03$ | $2.54 \mathrm{E}+03$ | $1.86 \mathrm{E}+03$ | $2.37 \mathrm{E}+03$ | $9.71 \mathrm{E}+02$ | $1.02 \mathrm{E}+03$ | $2.26 \mathrm{E}+03$ | $1.46 \mathrm{E}+03$ |
|  | Rank | 1 | 8(+) | 7 (+) | $9(+)$ | 2(+) | 4(+) | 5(+) | 10(+) | 11(+) | $3(+)$ | $6(+)$ |
| F23 | Mean | 4.93E+02 | $4.96 \mathrm{E}+02$ | $5.40 \mathrm{E}+02$ | $6.47 \mathrm{E}+02$ | $4.89 \mathrm{E}+02$ | $5.57 \mathrm{E}+02$ | $4.86 \mathrm{E}+02$ | $8.53 \mathrm{E}+02$ | $1.14 \mathrm{E}+03$ | $4.94 \mathrm{E}+02$ | $5.22 \mathrm{E}+02$ |
|  | Std | $1.71 \mathrm{E}+01$ | $1.67 \mathrm{E}+01$ | $2.08 \mathrm{E}+01$ | $5.78 \mathrm{E}+01$ | $1.79 \mathrm{E}+01$ | $2.73 \mathrm{E}+01$ | $2.16 \mathrm{E}+01$ | $7.35 \mathrm{E}+01$ | $1.92 \mathrm{E}+02$ | $2.03 \mathrm{E}+01$ | $2.46 \mathrm{E}+01$ |
|  | Rank | 3 | 5( $\sim$ ) | 7 (+) | $9(+)$ | $2(\sim)$ | 8(+) | 1( $\sim$ ) | 10(+) | 11(+) | 4( $\sim$ ) | $6(+)$ |
| F24 | Mean | $5.64 \mathrm{E}+02$ | $5.59 \mathrm{E}+02$ | $6.19 \mathrm{E}+02$ | $7.51 \mathrm{E}+02$ | $5.49 \mathrm{E}+02$ | $6.31 \mathrm{E}+02$ | $5.59 \mathrm{E}+02$ | $1.13 \mathrm{E}+03$ | $1.33 \mathrm{E}+03$ | $5.61 \mathrm{E}+02$ | $5.87 \mathrm{E}+02$ |
|  | Std | $1.99 \mathrm{E}+01$ | $1.55 \mathrm{E}+01$ | $2.53 \mathrm{E}+01$ | $4.66 \mathrm{E}+01$ | $1.98 \mathrm{E}+01$ | $3.19 \mathrm{E}+01$ | $1.70 \mathrm{E}+01$ | $1.35 \mathrm{E}+02$ | $1.90 \mathrm{E}+02$ | $1.70 \mathrm{E}+01$ | $2.06 \mathrm{E}+01$ |
|  | Rank | 5 | $2(\approx)$ | 7(+) | $9(+)$ | 1(-) | 8(+) | $3(\approx)$ | 10(+) | 11(+) | 4( $\sim$ ) | 6 (+) |
| F25 | Mean | $5.45 \mathrm{E}+02$ | $5.21 \mathrm{E}+02$ | $5.56 \mathrm{E}+02$ | $4.49 \mathrm{E}+02$ | $5.67 \mathrm{E}+02$ | $5.08 \mathrm{E}+02$ | $5.51 \mathrm{E}+02$ | $5.56 \mathrm{E}+02$ | $5.47 \mathrm{E}+02$ | $5.12 \mathrm{E}+02$ | $5.55 \mathrm{E}+02$ |
|  | Std | $4.22 \mathrm{E}+01$ | $3.63 \mathrm{E}+01$ | $4.22 \mathrm{E}+01$ | $2.20 \mathrm{E}+01$ | $2.50 \mathrm{E}+01$ | $2.72 \mathrm{E}+01$ | $3.45 \mathrm{E}+01$ | $3.54 \mathrm{E}+01$ | $4.19 \mathrm{E}+01$ | $2.42 \mathrm{E}+01$ | $3.33 \mathrm{E}+01$ |
|  | Rank | 5 | 4( $\sim$ ) | $9(\approx)$ | 1(-) | 11(+) | 2(-) | $7(\approx)$ | $10(\approx)$ | $6(\approx)$ | 3(-) | 8( $\sim$ ) |
| F26 | Mean | $3.00 \mathrm{E}+02$ | $1.91 \mathrm{E}+03$ | $2.97 \mathrm{E}+03$ | $3.64 \mathrm{E}+03$ | $1.01 \mathrm{E}+03$ | $1.20 \mathrm{E}+03$ | $1.73 \mathrm{E}+03$ | $5.53 \mathrm{E}+03$ | $8.18 \mathrm{E}+03$ | $1.74 \mathrm{E}+03$ | 2.13E+03 |
|  | Std | 3.04E-13 | $1.57 \mathrm{E}+02$ | $3.33 \mathrm{E}+02$ | $7.56 \mathrm{E}+02$ | $6.48 \mathrm{E}+02$ | $1.07 \mathrm{E}+03$ | $1.76 \mathrm{E}+02$ | $3.44 \mathrm{E}+03$ | $2.00 \mathrm{E}+03$ | $3.13 \mathrm{E}+02$ | $2.22 \mathrm{E}+02$ |
|  | Rank | 1 | 6(+) | 8(+) | 9(+) | 2(+) | $3(+)$ | 4(+) | 10(+) | 11(+) | 5(+) | 7(+) |
| F27 | Mean | $5.63 \mathrm{E}+02$ | $5.87 \mathrm{E}+02$ | $7.24 \mathrm{E}+02$ | $5.00 \mathrm{E}+02$ | $6.45 \mathrm{E}+02$ | $6.31 \mathrm{E}+02$ | $5.78 \mathrm{E}+02$ | 8.97E+02 | $1.70 \mathrm{E}+03$ | $6.04 \mathrm{E}+02$ | $6.14 \mathrm{E}+02$ |
|  | Std | $3.11 \mathrm{E}+01$ | $4.03 \mathrm{E}+01$ | $5.49 \mathrm{E}+01$ | 2.73E-04 | $4.19 \mathrm{E}+01$ | $3.25 \mathrm{E}+01$ | $4.32 \mathrm{E}+01$ | $1.46 \mathrm{E}+02$ | $3.36 \mathrm{E}+02$ | $3.02 \mathrm{E}+01$ | $4.47 \mathrm{E}+01$ |
|  | Rank | 2 | 4(+) | $9(+)$ | 1(-) | 8(+) | 7 (+) | $3(\approx)$ | 10(+) | 11(+) | $5(+)$ | $6(+)$ |
| F28 | Mean | $4.94 \mathrm{E}+02$ | $4.97 \mathrm{E}+02$ | $5.05 \mathrm{E}+02$ | $4.98 \mathrm{E}+02$ | $4.97 \mathrm{E}+02$ | $4.87 \mathrm{E}+02$ | $5.03 \mathrm{E}+02$ | $5.05 \mathrm{E}+02$ | $5.04 \mathrm{E}+02$ | $4.73 \mathrm{E}+02$ | $4.96 \mathrm{E}+02$ |
|  | Std | $2.86 \mathrm{E}+01$ | $1.68 \mathrm{E}+01$ | $2.48 \mathrm{E}+01$ | 7.38E+00 | $1.72 \mathrm{E}+01$ | $2.06 \mathrm{E}+01$ | $8.56 \mathrm{E}+00$ | $3.54 \mathrm{E}+01$ | $1.62 \mathrm{E}+01$ | $2.10 \mathrm{E}+01$ | $1.88 \mathrm{E}+01$ |
|  | Rank | 3 | $5(\approx)$ | 10(+) | $7(\approx)$ | $5(\approx)$ | $2(\approx)$ | 8(+) | 11( $\sim$ ) | 9 (+) | 1(-) | $4(\approx)$ |
| F29 | Mean | $5.45 \mathrm{E}+02$ | 5.17E+02 | $6.36 \mathrm{E}+02$ | $1.37 \mathrm{E}+03$ | $6.95 \mathrm{E}+02$ | $7.36 \mathrm{E}+02$ | $4.06 \mathrm{E}+02$ | $1.44 \mathrm{E}+03$ | $2.52 \mathrm{E}+03$ | $6.04 \mathrm{E}+02$ | $7.52 \mathrm{E}+02$ |
|  | Std | $2.09 \mathrm{E}+02$ | $1.59 \mathrm{E}+02$ | $1.17 \mathrm{E}+02$ | $4.49 \mathrm{E}+02$ | $1.36 \mathrm{E}+02$ | $1.79 \mathrm{E}+02$ | 5.77E+01 | $4.11 \mathrm{E}+02$ | $5.88 \mathrm{E}+02$ | $1.25 \mathrm{E}+02$ | $1.65 \mathrm{E}+02$ |
|  | Rank | 3 | $2(\approx)$ | 5(+) | 9(+) | $6(+)$ | 7 (+) | $1(-)$ | 10(+) | 11(+) | $4(\approx)$ | 8(+) |
| F30 | Mean | $6.10 \mathrm{E}+05$ | $7.97 \mathrm{E}+05$ | $8.50 \mathrm{E}+05$ | 7.83E+02 | $8.75 \mathrm{E}+05$ | $7.05 \mathrm{E}+05$ | $6.09 \mathrm{E}+05$ | $9.70 \mathrm{E}+05$ | $1.10 \mathrm{E}+07$ | $8.28 \mathrm{E}+05$ | $7.07 \mathrm{E}+05$ |
|  | Std | $2.41 \mathrm{E}+04$ | $1.04 \mathrm{E}+05$ | $1.09 \mathrm{E}+05$ | $7.96 \mathrm{E}+02$ | $9.43 \mathrm{E}+04$ | $6.24 \mathrm{E}+04$ | $2.93 \mathrm{E}+04$ | $2.15 \mathrm{E}+05$ | $2.15 \mathrm{E}+06$ | $1.04 \mathrm{E}+05$ | $1.11 \mathrm{E}+05$ |
|  | Rank | 3 | $6(+)$ | 8(+) | 1(-) | $9(+)$ | 4(+) | $2(\approx)$ | 10(+) | 11(+) | 7(+) | 5(+) |
| Number of first rank |  | 6 | 3 | 0 | 5 | 2 | 2 | 4 | 0 | 0 | 5 | 4 |
| +/-/ydy |  | 1 | 15/4/10 | 19/4/6 | 16/8/5 | 16/7/6 | 22/4/3 | 11/7/11 | 26/1/2 | 26/1/2 | 15/8/6 | 17/7/5 |
| Average rank |  | 3.69 | 5.04 | 6.07 | 6.46 | 5.00 | 5.71 | 3.93 | 10.07 | 10.46 | 4.57 | 4.96 |
| Final rank |  | 1 | 6 | 8 | 9 | 5 | 7 | 2 | 10 | 11 | 3 | 4 |

size and maximum number of FEs are fairly set as 30 and 10000D for all compared algorithms. All 11 algorithms are executed for 30 times on each CEC2017 instance. For comparison, the mean and std of errors obtained by each algorithm are reported. What's more, rank of each algorithm on each function is also shown in the tables. For each indicator of an instance in Tables 5, 6 and 7, the best result is bolded. Additionally, a " $(+)$ " performed by the wilcoxon test represents that HTNPIO is significantly better than the specific algorithm on the current problem, a "(-)" means HTNPIO is significantly worse than the specific algorithm on the current problem, while a " $(\approx)$ " suggests there are no significant difference between two algorithms.

Comparison results of 11 algorithms on $30-D$ CEC2017 instances are shown in Table 5. Overall, the proposed HTNPIO beat all the compared algorithms including extremely competitive LSHADE. The average rank of HTNPIO is 3.59 and the final rank of HTNPIO is 1 . The newly presented CMSRSSSA ranks second, and defeats LSHADE by a narrow margin. What's more, HTNPIO obtains 9 first ranks out of 29 functions, which is the most among all algorithms. It includes a multi-model problem F6, hybrid functions F11, F13, F14, F15, F18, F19 and F20, and a composition F28. It means that HTNPIO has a very prominent advantage in dealing with the complex problem. Moreover, on the unimodel problems F1 and F3, HTNPIO ranks 5th and 4th. It means that the local exploitation capability of HTNPIO is also not bad compared with the advanced algorithms. Specifically, from wilcoxon test, HTNPIO can provide better solutions than LSHADE on 16 functions and provide worse solutions than LSHADE on 4 functions. Further, HTNPIO and LSHADE obtain similar solutions on 9 functions.

Table 6 lists the comparative results of 11 algorithms on $50-D$ CEC2017 functions. On the $50-D$ problems, HTNPIO can also has the minimum average and final rank over all other algorithms. Newly presented CMSRSSSA and HCLDMSPSO rank 2nd and 3rd, respectively. LSHADE obtains the 4th rank in this experiment. What's more, HTNPIO gains 6 first ranks, including 4 hybrid functions F14-15, F19-20, and 2 compositions F22 and F26, followed by MPEDE and HCLDMSPSO both with 5 first ranks. Hence, it gives a demonstration of the good performance of HTNPIO on $50-D$ CEC2017 functions.

To sum up, HTNPIO has the best performance on both $30-D$ and $50-D$ CEC2017 problems compared with LSHADE, CMSRSSSA, EESHHO, SADE, MPEDE, DELMFO, HCLDMSPSO, HCLPSO, PSODLS and DEBSO. Precisely, HTNPIO has a prominent advantage on the hybrid and composition problems on both $30-D$ and $50-D$ CEC2017 problems, verifying that the proposed strategies successfully enhanced the exploration ability of PIO. What's more, the performance of HTNPIO on unimodel problems is also not bad, and the
solutions of HTNPIO to most CEC2017 problems is accurate. It demonstrates that the proposed combination of SMS, LMS and ELS is effective, and the exploitation capability is also maintained. Thus, HTNPIO can provide extremely competitive performance.

### 6.5 Statistical distribution analysis

The reported mean and standard deviation value of the errors could not reveal the distribution of the optimal data for 30 runs in details. To make up for this defect, we utilized the violin plot to illustrate the distribution of the optimal results by different algorithms. Figures 8 and 9 respectively shows the error of the optimal results for all functions of $30-D$ and $50-D$ in the CEC2017 test suite obtained from the 11 algorithms over 30 independent runs. Note that in order to make the comparison results clearer and easier to display, all errors take the logarithm of $10\left(\log _{10}\right)$. What's more, F25 and F30 are not shown in figures because the comparison results provided by all algorithms cannot be distinctly differed in the violin plot.

Figure 8 shows the statistical distribution of $30-\mathrm{D}$ error values of 30 runs obtained by 11 advanced algorithms. Overall, the proposed HTNPIO can provide consistent distribution for most functions. Specifically, HTNPIO shows extremely competitive performance on F3, F6, F9, F11, F13-F15, F17-F29, and can provide the best and consistent solutions on F6, F11, F13-F15, F18-20, F28.

Figure 9 shows the statistical distribution of 50D error values of 30 runs obtained by 11 advanced algorithms. For most functions, the proposed HTNPIO can provide promising solutions compared with the applied algorithms. Specifically, HTNPIO shows stable and competitive performance on F6, F7, F11, F13-F17, F19F20, F21-F23, F26-F29, and can provide the best and consistent solutions on F14-F15, F19-20, F26.

### 6.6 Convergence performance analysis

Convergence curves of LFPIO, HCLPIO, LSHADE, CMSRSSSA, SADE, PSODLS, HCLPSO and HTNPIO on the $30-D$ and $50-D$ CEC2017 problems are plotted in Figs. 10 and 11, respectively. The convergence graphs are plotted by calculating an average of fitness value at a specific number of iteration.

For $30-D$ problems, HTNPIO gains the first rank on F11, F13, F14-F15, F18-F20 and F28. In these functions, the convergence speed of HTNPIO is fast. Though LSHADE and SADE converges faster than HTNPIO in the early stage, HTNPIO can achieve the most accurate in the latter stage. For F20, the fitness curve of HTNPIO is not converging fast ,however, it continues to converge, and finally achieves the best solution.

Fig. 8 Violin plots for the $\log _{10}$ error values obtained by all the algorithms (CMSRSSSA, DELMFO, SADE, HCLDMSPSO, PSODLS, HCLPSO, DEBSO, EESHHO, MPEDE, LSHADE and HTNPIO, respectively) over 30 runs for 30 dimensions benchmark functions
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Fig. 8 (continued)

For $30-D$ problems, HTNPIO gains the first rank on F14-F15, F19-F20, F22 and F26. Specifically, from the figures, HTNPIO gets a huge advantage on composition problems F22 and F26. What's more, HTNPIO has the fastest convergence rate on these problems compared with other algorithms.

From above, HTNPIO has an outstanding convergence performance. This is mainly attributed to the effective balance of global exploration and local exploitation. More specifically, SMS and LMS contribute to global exploration, and ELS focuses on local exploitation. Further, LP mechanism effectively balance the exploration and exploitation.

### 6.7 Impact of different $\psi$ values on the performance of HTNPIO

$\psi$ determines how often different mutation strategies are performed, which is of vital importance for HTNPIO. In this section, we compare HTNPIO with different $\psi$ values on the $30-D$ problems in CEC2017 to verify the impact of $\psi$ on the performance of HTNPIO. The selected value of $\psi$ are
$0.2,0.3,0.4,0.5,0.55$ (applied in this paper), $0.6,0.7,0.8$. In this experiment, except for $\psi$, other parameters are kept the same as those in Table 2. What's more, the population size and maximum number of function evaluations are still set as 30 and 300000 , respectively. The maximum number of iterations is 5000 (both targets and pigeons are evaluated in an iteration, separately). The results are comparatively shown in Table 7.

In Table 7, HTNPIO with $\psi=0.4$ obtains the first overall rank, and HTNPIO with $\psi=0.2,0.3,0.5,0.55,0.6$ provide better performance than with $\psi=0.7$ and 0.8 . Though HTNPIO with $\psi=0.55$ is not ranked first, it is applied to make comparisons with other algorithms in CEC2017 test set and real-world optimization problems. This is because HTNPIO shows comprehensive performance and can obtain good rank among different algorithms with $\psi=0.55$. Additionally, the performance of HTNPIO increases first and then decreases with the increase of $\psi$ value. This demonstrates that just using " $D E /$ rand $/ 1 / b i n "$ or " $D E /$ rand $/ 2 /$ bin" alone cannot provide better performance for HTNPIO, and only by combining the two mutation strategies properly, HTNPIO achieves better performance.

Fig. 9 Violin plots for the $\log _{10}$ error values obtained by all the algorithms (CMSRSSSA, DELMFO, SADE, HCLDMSPSO, PSODLS, HCLPSO, DEBSO, EESHHO, MPEDE, LSHADE and HTNPIO, respectively) over 30 runs for 50 dimensions benchmark functions
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Fig. 9 (continued)

## 7 Experimental results on real-world optimization problems

In this part, 5 real-world optimization problems are chosen from the reported literatures to further examine the ability of HTNPIO to solve practical engineering problems. The five real-world problems involve 3 different static economic load dispatch (ELD) instances [13], a hydrothermal scheduling problem [13], and a PV model parameter estimation problem [72]. Five algorithms with superior performance (LSHADE, CMSRSSSA, PSODLS, SADE, and DELMFO) and two advanced PIO algorithms (LFPIO and HCLPIO) in CEC2017 test set are applied to make comparisons with HTNPIO.


### 7.1 Static economic load dispatch (ELD) instances

Three static economic load dispatch (ELD) problems are chosen from the IEEE CEC2011 real-world benchmark, which are defined as follows:

Minimize $: F=\sum_{i=1}^{N_{G}} f_{i}\left(P_{i}\right)$
where $f_{i}\left(P_{i}\right)=a_{i} P_{i}^{2}+b_{i} P_{i}+c_{i}, i=1,2,3, \cdots, N_{G}$ is the cost function of the $i$-th generating unit, and $a_{i}, b_{i}, c_{i}$ are cost coefficients. Moreover $P_{i}$ is the real power output of the $i$-th generator. $N_{G}$ is the number of online generating


Fig. 10 Convergence graphs for the $\log _{10}$ mean fitness values obtained by selected algorithms over 30 runs for 30 dimensions benchmark functions
units to be dispatched. Additionally, the cost function for unit with value point loading effect is as follows:
$f_{i}\left(P_{i}\right)=a_{i} P_{i}^{2}+b_{i} P_{i}+c_{i}+\operatorname{abs}\left(e_{i} \sin \left(f_{i}\left(P_{i}^{m}\right.\right.\right.$ in $\left.\left.\left.-P_{i}\right)\right)\right)$
where $e_{i}$ and $f_{i}$ are the cost coefficients corresponding to valve point loading effect. What's more, ELD problems are also constrained by energy balance, which are discussed as follows:

Power balance constraints:
$\sum_{i=1}^{N_{G}} P_{i}=P_{D}+P_{L}$

Generator constraints:
$P_{i}^{\min } \geq P_{i} \geq P_{i}^{\max }$

Generator constraints: where $P_{D}$ and $P_{L}$ represent total system loads and losses, respectively. $P_{i}^{\min }$ and $P_{i}^{\max }$ are lower and upper bounds for power outputs of the $i$-th generating unit.

Ramp rate limits:
$P_{i}-P_{i}^{t-1} \leq U R_{i}, \quad$ power generation increases.


Fig. 11 Convergence graphs for the $\log _{10}$ (mean fitness values) obtained by selected algorithms over 30 runs for 50 dimensions benchmark functions
$-P_{i}+P_{i}^{t-1} \leq D R_{i}, \quad$ power generation dcreases.
where $P_{i}^{t-1}$ is the power generation of the $i$-th unit at previous hour, $U R_{i}$ and $D R_{i}$ represent the upper and lower ramp rate limits. Further, the inclusion of ramp rate limits modifies the generator operation constraints is calculated by:
$\max \left(P_{i}^{\min }, U R_{i}-P_{i}\right) \leq P_{i} \leq \min \left(P_{i}^{\max }, P_{i}^{t-1}-D R_{i}\right)$

Prohibited operating zones
$P_{i} \leq P_{a}^{P Z}$ and $P_{i} \geq P_{b}^{P Z}$
where $P_{a}^{P Z}$ and $P_{b}^{P Z}$ are the lower and upper limits of a provided zone for the $i-t h$ generating unit.

### 7.2 Hydrothermal scheduling problem

The hydrothermal scheduling problem is extremely complex because of nonlinear relationships of the decision variables, cascaded nature of hydraulic network, water carry delays and so on. Therefore, it is difficult to obtain promising optimization results utilizing traditional optimization
methods. The objective function to be minimized in a hydrothermal scheduling problem is the total fuel cost of thermal units for the given short term as follows:

Minimize : $F=\sum_{i=1}^{M} f_{i}\left(P_{T i}\right)$
where $f_{i}$ is the cost function for thermal unit's power generation $P_{T i}$ at $i$-th interval. M is the total number of intervals. $f_{i}$ is calculated as follows:
$f_{i}\left(P_{T i}\right)=a_{i} P_{T i}^{2}+b_{i} P_{T i}+\operatorname{abs}\left(e_{i} \sin \left(f_{i h}\left(P_{i h}^{m} i n-P_{i h}\right)\right)\right)$

Demand constraint:
$P_{T i}+\sum_{k=1}^{N} P_{H(k, i)}=P_{D(i)}+P_{L(i)}$
where $P_{H(k, i)}$ represents the power generated by the $k$-th hydro unit at the $i$-th interval. $P_{D(i)}$ and $P_{L(i)}$ represents the power demand and power loss. $N$ is the total number of hydro units. Thermal generator constraint:
$P_{T}^{\min } \geq P_{T i} \geq P_{T}^{\max }$
Table 7 Comparisons of different set of $\psi$ with other parameters unchanged

| Ins. | Indicators | $\psi=0.2$ | $\psi=0.3$ | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.55$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Mean | 4.89E-07 | $5.62 \mathrm{E}-07$ | $1.31 \mathrm{E}-06$ | $1.84 \mathrm{E}-05$ | $7.76 \mathrm{E}-05$ | 8.16E-05 | $1.33 \mathrm{E}-04$ | $1.72 \mathrm{E}-03$ |
|  | Std | 1.05E-06 | $1.31 \mathrm{E}-06$ | $2.34 \mathrm{E}-06$ | $5.95 \mathrm{E}-05$ | $2.87 \mathrm{E}-04$ | $1.75 \mathrm{E}-04$ | $2.76 \mathrm{E}-04$ | $5.45 \mathrm{E}-03$ |
|  | Rank | $1(-)$ | $2(-)$ | 3(-) | 4(-) | 5 | $6(\approx)$ | $7(\approx)$ | 8(+) |
| F3 | Mean | $2.49 \mathrm{E}-12$ | $9.89 \mathrm{E}-13$ | $4.61 \mathrm{E}-12$ | $1.17 \mathrm{E}-12$ | $3.27 \mathrm{E}-10$ | $9.64 \mathrm{E}-13$ | $1.10 \mathrm{E}-12$ | $1.87 \mathrm{E}-12$ |
|  | Std | $4.45 \mathrm{E}-12$ | $1.38 \mathrm{E}-12$ | $1.82 \mathrm{E}-11$ | $3.43 \mathrm{E}-12$ | $8.90 \mathrm{E}-10$ | 1.70E-12 | $2.68 \mathrm{E}-12$ | $7.49 \mathrm{E}-12$ |
|  | Rank | $6(-)$ | $2(-)$ | 7 (-) | 4(-) | 8 | 1(-) | 3(-) | $5(-)$ |
| F4 | Mean | $3.01 \mathrm{E}+00$ | $1.06 \mathrm{E}+01$ | $9.82 \mathrm{E}+00$ | $1.51 \mathrm{E}+01$ | $2.00 \mathrm{E}+01$ | $1.86 \mathrm{E}+01$ | $2.12 \mathrm{E}+01$ | $4.65 \mathrm{E}+01$ |
|  | Std | $1.84 \mathrm{E}+00$ | $2.18 \mathrm{E}+01$ | $1.82 \mathrm{E}+01$ | $2.80 \mathrm{E}+01$ | $2.82 \mathrm{E}+01$ | $2.86 \mathrm{E}+01$ | $3.09 \mathrm{E}+01$ | $3.09 \mathrm{E}+01$ |
|  | Rank | 1( $\sim$ ) | $3(\approx)$ | 2( $\sim$ ) | 4( $\sim$ ) | 6 | 5 $\approx$ ) | $7(\approx)$ | 8(+) |
| F5 | Mean | $8.25 \mathrm{E}+01$ | $4.60 \mathrm{E}+01$ | $4.98 \mathrm{E}+01$ | $6.75 \mathrm{E}+01$ | $3.94 \mathrm{E}+01$ | $4.67 \mathrm{E}+01$ | $5.51 \mathrm{E}+01$ | $6.65 \mathrm{E}+01$ |
|  | Std | $6.02 \mathrm{E}+01$ | $1.78 \mathrm{E}+01$ | $2.00 \mathrm{E}+01$ | $4.81 \mathrm{E}+01$ | $1.23 \mathrm{E}+01$ | $3.34 \mathrm{E}+01$ | $4.15 \mathrm{E}+01$ | $5.28 \mathrm{E}+01$ |
|  | Rank | 8(+) | 2(+) | 4(+) | 7(+) | 1 | $3(\approx)$ | 5( $\sim$ ) | 6 ( $\sim$ ) |
| F6 | Mean | $1.37 \mathrm{E}+00$ | $3.06 \mathrm{E}-01$ | $1.63 \mathrm{E}-13$ | $1.67 \mathrm{E}-13$ | $1.74 \mathrm{E}-13$ | $1.59 \mathrm{E}-13$ | $1.48 \mathrm{E}-13$ | $1.63 \mathrm{E}-13$ |
|  | Std | $6.18 \mathrm{E}+00$ | $1.68 \mathrm{E}+00$ | 5.73E-14 | $5.77 \mathrm{E}-14$ | $5.77 \mathrm{E}-14$ | 5.66E-14 | $5.30 \mathrm{E}-14$ | 5.73E-14 |
|  | Rank | 8( $\sim$ ) | $7(\approx)$ | $3(\approx)$ | 5( $\sim$ ) | 6 | $2(\approx)$ | $1(\approx)$ | $3(\sim)$ |
| F7 | Mean | $7.36 \mathrm{E}+01$ | $9.67 \mathrm{E}+01$ | $1.14 \mathrm{E}+02$ | $1.47 \mathrm{E}+02$ | $1.19 \mathrm{E}+02$ | $1.21 \mathrm{E}+02$ | $1.48 \mathrm{E}+02$ | $1.45 \mathrm{E}+02$ |
|  | Std | $2.95 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $5.45 \mathrm{E}+01$ | $4.32 \mathrm{E}+01$ | $5.12 \mathrm{E}+01$ | $5.33 \mathrm{E}+01$ | $3.89 \mathrm{E}+01$ | $4.61 \mathrm{E}+01$ |
|  | Rank | 1(-) | $2(-)$ | $3(\approx)$ | 7(+) | 4 | 5( $\sim$ ) | 8(+) | $6(\approx)$ |
| F8 | Mean | $9.21 \mathrm{E}+01$ | $9.50 \mathrm{E}+01$ | $9.47 \mathrm{E}+01$ | $7.69 \mathrm{E}+01$ | $7.47 \mathrm{E}+01$ | $6.53 \mathrm{E}+01$ | $7.17 \mathrm{E}+01$ | $8.05 \mathrm{E}+01$ |
|  | Std | $3.38 \mathrm{E}+01$ | $3.23 \mathrm{E}+01$ | $3.37 \mathrm{E}+01$ | $3.43 \mathrm{E}+01$ | $2.76 \mathrm{E}+01$ | $3.22 \mathrm{E}+01$ | $4.09 \mathrm{E}+01$ | $5.09 \mathrm{E}+01$ |
|  | Rank | $6(\approx)$ | $8(\approx)$ | 7(+) | $4(\approx)$ | 3 | $1(\approx)$ | $2(\approx)$ | $5(\approx)$ |
| F9 | Mean | $2.69 \mathrm{E}-01$ | $7.23 \mathrm{E}-01$ | $2.84 \mathrm{E}-01$ | $1.96 \mathrm{E}-01$ | $5.57 \mathrm{E}-01$ | $2.96 \mathrm{E}-01$ | $3.99 \mathrm{E}-01$ | $1.60 \mathrm{E}-01$ |
|  | Std | $4.80 \mathrm{E}-01$ | $1.43 \mathrm{E}+00$ | $4.30 \mathrm{E}-01$ | 2.32E-01 | $1.47 \mathrm{E}+00$ | $4.62 \mathrm{E}-01$ | 8.76E-01 | 2.57E-01 |
|  | Rank | $3(\approx)$ | $8(\approx)$ | 4( $\sim$ ) | $2(\approx)$ | 7 | $5(\approx)$ | 6 ( $\sim$ ) | $\mathbf{1}(\approx)$ |
| F10 | Mean | $5.06 \mathrm{E}+03$ | $6.11 \mathrm{E}+03$ | $6.19 \mathrm{E}+03$ | $6.01 \mathrm{E}+03$ | $6.19 \mathrm{E}+03$ | $6.34 \mathrm{E}+03$ | $6.18 \mathrm{E}+03$ | $6.49 \mathrm{E}+03$ |
|  | Std | $1.62 \mathrm{E}+03$ | $4.80 \mathrm{E}+02$ | $2.68 \mathrm{E}+02$ | $4.38 \mathrm{E}+02$ | $3.10 \mathrm{E}+02$ | $2.47 \mathrm{E}+02$ | $3.49 \mathrm{E}+02$ | $2.78 \mathrm{E}+02$ |
|  | Rank | 1(-) | $3(\approx)$ | $6(\approx)$ | $2(\approx)$ | 5 | $7(\approx)$ | $4(\approx)$ | 8(+) |

Table 7 (continued)

| Ins. | Indicators | $\psi=0.2$ | $\psi=0.3$ | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.55$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F11 | Mean | $2.84 \mathrm{E}+01$ | $2.46 \mathrm{E}+01$ | $2.50 \mathrm{E}+01$ | $1.90 \mathrm{E}+01$ | $1.67 \mathrm{E}+01$ | $1.52 \mathrm{E}+01$ | $1.45 \mathrm{E}+01$ | $2.06 \mathrm{E}+01$ |
|  | Std | $2.62 \mathrm{E}+01$ | $1.85 \mathrm{E}+01$ | $2.28 \mathrm{E}+01$ | $1.90 \mathrm{E}+01$ | $1.85 \mathrm{E}+01$ | $1.54 \mathrm{E}+01$ | 1.16E+01 | $2.50 \mathrm{E}+01$ |
|  | Rank | 8(+) | $6(+)$ | 7(+) | $4(\approx)$ | 3 | $2(\approx)$ | 1( $\sim$ ) | 5( $\sim$ ) |
| F12 | Mean | $1.30 \mathrm{E}+04$ | $1.98 \mathrm{E}+04$ | $1.76 \mathrm{E}+04$ | $1.40 \mathrm{E}+04$ | $1.59 \mathrm{E}+04$ | $1.07 \mathrm{E}+04$ | $1.49 \mathrm{E}+04$ | $1.49 \mathrm{E}+04$ |
|  | Std | $1.04 \mathrm{E}+04$ | $1.80 \mathrm{E}+04$ | $1.98 \mathrm{E}+04$ | $1.28 \mathrm{E}+04$ | $1.21 \mathrm{E}+04$ | $8.13 \mathrm{E}+03$ | $1.35 \mathrm{E}+04$ | $1.21 \mathrm{E}+04$ |
|  | Rank | $2(\approx)$ | $8(\approx)$ | $7(\approx)$ | $3(\approx)$ | 6 | $1(\approx)$ | $5(\approx)$ | 4( $\sim$ ) |
| F13 | Mean | $6.57 \mathrm{E}+01$ | $6.57 \mathrm{E}+01$ | $8.28 \mathrm{E}+01$ | $8.06 \mathrm{E}+01$ | $8.91 \mathrm{E}+01$ | $8.48 \mathrm{E}+01$ | $9.29 \mathrm{E}+01$ | $1.04 \mathrm{E}+02$ |
|  | Std | $6.15 \mathrm{E}+01$ | $4.65 \mathrm{E}+01$ | $5.20 \mathrm{E}+01$ | $3.84 \mathrm{E}+01$ | $4.67 \mathrm{E}+01$ | $3.78 \mathrm{E}+01$ | $3.30 \mathrm{E}+01$ | $3.40 \mathrm{E}+01$ |
|  | Rank | 1(-) | $2(\approx)$ | $4(\approx)$ | $3(\approx)$ | 6 | $5(\approx)$ | $7(\approx)$ | $8(\approx)$ |
| F14 | Mean | $2.94 \mathrm{E}+01$ | $3.22 \mathrm{E}+01$ | $3.05 \mathrm{E}+01$ | $3.34 \mathrm{E}+01$ | $3.75 \mathrm{E}+01$ | $3.99 \mathrm{E}+01$ | $4.85 \mathrm{E}+01$ | $6.25 \mathrm{E}+01$ |
|  | Std | $1.09 \mathrm{E}+01$ | $9.79 \mathrm{E}+00$ | $8.12 \mathrm{E}+00$ | $1.28 \mathrm{E}+01$ | $1.20 \mathrm{E}+01$ | $1.62 \mathrm{E}+01$ | $1.67 \mathrm{E}+01$ | $9.69 \mathrm{E}+00$ |
|  | Rank | 1(-) | 3(-) | 2( $\sim$ ) | 4( $\sim$ ) | 5 | $6(\approx)$ | 7(+) | 8(+) |
| F15 | Mean | $1.33 \mathrm{E}+01$ | $1.23 \mathrm{E}+01$ | $1.06 \mathrm{E}+01$ | $1.12 \mathrm{E}+01$ | $1.48 \mathrm{E}+01$ | $1.52 \mathrm{E}+01$ | $2.22 \mathrm{E}+01$ | $3.04 \mathrm{E}+01$ |
|  | Std | $4.80 \mathrm{E}+00$ | $6.72 \mathrm{E}+00$ | 4.11E+00 | 6.97E+00 | $1.80 \mathrm{E}+01$ | $1.41 \mathrm{E}+01$ | $1.43 \mathrm{E}+01$ | $1.46 \mathrm{E}+01$ |
|  | Rank | $4(\approx)$ | $3(\approx)$ | 1( $\sim$ ) | $2(\approx)$ | 5 | $6(\approx)$ | 7(+) | 8(+) |
| F16 | Mean | $4.89 \mathrm{E}+02$ | $6.19 \mathrm{E}+02$ | $6.75 \mathrm{E}+02$ | $5.09 \mathrm{E}+02$ | $6.87 \mathrm{E}+02$ | $7.27 \mathrm{E}+02$ | $7.44 \mathrm{E}+02$ | $8.08 \mathrm{E}+02$ |
|  | Std | 3.77E+02 | $4.46 \mathrm{E}+02$ | $4.22 \mathrm{E}+02$ | $3.79 \mathrm{E}+02$ | $5.07 \mathrm{E}+02$ | 4.14E+02 | $5.27 \mathrm{E}+02$ | $4.84 \mathrm{E}+02$ |
|  | Rank | $\mathbf{1}(\approx)$ | 3(-) | $4(\approx)$ | $2(\approx)$ | 5 | $6(\approx)$ | $7(\approx)$ | $8(\approx)$ |
| F17 | Mean | $5.11 \mathrm{E}+01$ | $4.65 \mathrm{E}+01$ | $7.87 \mathrm{E}+01$ | $5.01 \mathrm{E}+01$ | $7.95 \mathrm{E}+01$ | $7.07 \mathrm{E}+01$ | $9.70 \mathrm{E}+01$ | $1.10 \mathrm{E}+02$ |
|  | Std | $3.54 \mathrm{E}+01$ | $3.40 \mathrm{E}+01$ | $5.54 \mathrm{E}+01$ | $3.11 \mathrm{E}+01$ | $6.44 \mathrm{E}+01$ | $5.90 \mathrm{E}+01$ | $7.42 \mathrm{E}+01$ | $7.85 \mathrm{E}+01$ |
|  | Rank | $3(-)$ | 1( $\sim$ ) | 5 $\approx$ ) | 2(-) | 6 | $4(\approx)$ | $7(\approx)$ | $8(\approx)$ |
| F18 | Mean | $4.07 \mathrm{E}+02$ | $2.51 \mathrm{E}+02$ | $1.35 \mathrm{E}+02$ | $1.59 \mathrm{E}+02$ | $1.31 \mathrm{E}+02$ | $9.91 \mathrm{E}+01$ | $7.67 \mathrm{E}+01$ | $5.48 \mathrm{E}+01$ |
|  | Std | $3.18 \mathrm{E}+02$ | 2.11E+02 | $1.01 \mathrm{E}+02$ | $1.65 \mathrm{E}+02$ | $8.60 \mathrm{E}+01$ | $5.93 \mathrm{E}+01$ | $6.46 \mathrm{E}+01$ | $9.29 \mathrm{E}+00$ |
|  | Rank | 8(+) | 7(+) | $5(\approx)$ | $6(\approx)$ | 4 | 3(-) | 2(-) | 1(-) |
| F19 | Mean | $1.08 \mathrm{E}+01$ | $1.13 \mathrm{E}+01$ | $1.21 \mathrm{E}+01$ | $1.53 \mathrm{E}+01$ | $1.60 \mathrm{E}+01$ | $1.91 \mathrm{E}+01$ | $2.44 \mathrm{E}+01$ | $2.84 \mathrm{E}+01$ |
|  | Std | $3.77 \mathrm{E}+00$ | $5.54 \mathrm{E}+00$ | $5.63 \mathrm{E}+00$ | $6.73 \mathrm{E}+00$ | $5.66 \mathrm{E}+00$ | 7.97E+00 | $6.22 \mathrm{E}+00$ | $4.15 \mathrm{E}+00$ |
|  | Rank | 1(-) | $2(-)$ | $3(-)$ | 4( $\sim$ ) | 5 | 6( $\sim$ ) | 7 (+) | 8(+) |
| F20 | Mean | $1.17 \mathrm{E}+02$ | $9.98 \mathrm{E}+01$ | $9.90 \mathrm{E}+01$ | $9.20 \mathrm{E}+01$ | $9.12 \mathrm{E}+01$ | 8.52E+01 | $9.21 \mathrm{E}+01$ | $1.47 \mathrm{E}+02$ |
|  | Std | $5.17 \mathrm{E}+01$ | $6.09 \mathrm{E}+01$ | $6.23 \mathrm{E}+01$ | $7.92 \mathrm{E}+01$ | $7.67 \mathrm{E}+01$ | $6.39 \mathrm{E}+01$ | $1.04 \mathrm{E}+02$ | $1.47 \mathrm{E}+02$ |
|  | Rank | $7(\approx)$ | $6(\approx)$ | $5(\approx)$ | $3(\approx)$ | 2 | 1( $\sim$ ) | $4(\approx)$ | $8(\approx)$ |

Table 7 (continued)

| Ins. | Indicators | $\psi=0.2$ | $\psi=0.3$ | $\psi=0.4$ | $\psi=0.5$ | $\psi=0.55$ | $\psi=0.6$ | $\psi=0.7$ | $\psi=0.8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F21 | Mean | $2.36 \mathrm{E}+02$ | $2.37 \mathrm{E}+02$ | $2.37 \mathrm{E}+02$ | $2.36 \mathrm{E}+02$ | $2.34 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $2.43 \mathrm{E}+02$ | $2.43 \mathrm{E}+02$ |
|  | Std | $2.99 \mathrm{E}+01$ | $1.24 \mathrm{E}+01$ | $1.59 \mathrm{E}+01$ | $2.50 \mathrm{E}+01$ | $2.12 \mathrm{E}+01$ | $2.77 \mathrm{E}+01$ | $3.97 \mathrm{E}+01$ | $4.69 \mathrm{E}+01$ |
|  | Rank | $3(\approx)$ | $6(\approx)$ | 5( $\sim$ ) | $4(\approx)$ | 2 | 1( $\sim$ ) | 8( $\sim$ ) | $7(\approx)$ |
| F22 | Mean | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ | $1.00 \mathrm{E}+02$ |
|  | Std | 4.49E-01 | $1.45 \mathrm{E}-13$ | 0.00E+00 | $1.39 \mathrm{E}-13$ | $1.45 \mathrm{E}-13$ | $1.15 \mathrm{E}-13$ | $1.45 \mathrm{E}-13$ | $8.30 \mathrm{E}-14$ |
|  | Rank | $8(\approx)$ | $5(\approx)$ | 1( $\sim$ ) | $4(\approx)$ | 5 | $3(\approx)$ | $5(\approx)$ | $2(\approx)$ |
| F23 | Mean | $3.83 \mathrm{E}+02$ | $3.84 \mathrm{E}+02$ | $3.86 \mathrm{E}+02$ | $3.81 \mathrm{E}+02$ | $3.82 \mathrm{E}+02$ | $3.79 \mathrm{E}+02$ | $4.01 \mathrm{E}+02$ | $3.91 \mathrm{E}+02$ |
|  | Std | $1.16 \mathrm{E}+01$ | $1.08 \mathrm{E}+01$ | $2.45 \mathrm{E}+01$ | $2.04 \mathrm{E}+01$ | $2.49 \mathrm{E}+01$ | $2.79 \mathrm{E}+01$ | $4.89 \mathrm{E}+01$ | 4.48E+01 |
|  | Rank | $4(\approx)$ | $5(\approx)$ | $6(\approx)$ | $2(\approx)$ | 3 | 1( $\sim$ ) | 8( $\sim$ ) | $7(\approx)$ |
| F24 | Mean | $4.57 \mathrm{E}+02$ | $4.54 \mathrm{E}+02$ | $4.51 \mathrm{E}+02$ | $4.52 \mathrm{E}+02$ | $4.47 \mathrm{E}+02$ | 4.46E+02 | $4.56 \mathrm{E}+02$ | $4.61 \mathrm{E}+02$ |
|  | Std | $1.19 \mathrm{E}+01$ | $1.13 \mathrm{E}+01$ | $1.13 \mathrm{E}+01$ | $1.94 \mathrm{E}+01$ | $9.56 \mathrm{E}+00$ | $1.83 \mathrm{E}+01$ | $3.96 \mathrm{E}+01$ | $4.03 \mathrm{E}+01$ |
|  | Rank | 7 (+) | 5(+) | $3(\approx)$ | 4( $\sim$ ) | 2 | 1( $\sim$ ) | $6(\approx)$ | 8( $\sim$ ) |
| F25 | Mean | $3.86 \mathrm{E}+02$ | $3.86 \mathrm{E}+02$ | $3.85 \mathrm{E}+02$ | $3.87 \mathrm{E}+02$ | $3.86 \mathrm{E}+02$ | $3.86 \mathrm{E}+02$ | $3.86 \mathrm{E}+02$ | $3.86 \mathrm{E}+02$ |
|  | Std | $1.98 \mathrm{E}+00$ | $1.89 \mathrm{E}+00$ | $1.76 \mathrm{E}+00$ | $3.04 \mathrm{E}+00$ | $2.01 \mathrm{E}+00$ | $2.61 \mathrm{E}+00$ | $1.68 \mathrm{E}+00$ | $1.58 \mathrm{E}+00$ |
|  | Rank | $6(\approx)$ | 4(+) | 1( $\sim$ ) | 8(+) | 3 | $7(\approx)$ | $2(\sim)$ | 5( $\sim$ ) |
| F26 | Mean | $3.52 \mathrm{E}+02$ | $3.95 \mathrm{E}+02$ | $2.77 \mathrm{E}+02$ | $3.10 \mathrm{E}+02$ | $4.48 \mathrm{E}+02$ | $3.60 \mathrm{E}+02$ | $3.31 \mathrm{E}+02$ | $3.13 \mathrm{E}+02$ |
|  | Std | $2.67 \mathrm{E}+02$ | $3.15 \mathrm{E}+02$ | $4.30 \mathrm{E}+01$ | $1.94 \mathrm{E}+02$ | $4.76 \mathrm{E}+02$ | $2.43 \mathrm{E}+02$ | $2.28 \mathrm{E}+02$ | $1.69 \mathrm{E}+02$ |
|  | Rank | 5( $\sim$ ) | $7(\approx)$ | 1(-) | $2(-)$ | 8 | $6(\approx)$ | 4( $\sim$ ) | $3(\approx)$ |
| F27 | Mean | $5.05 \mathrm{E}+02$ | $5.04 \mathrm{E}+02$ | 5.03E+02 | $5.04 \mathrm{E}+02$ | $5.03 \mathrm{E}+02$ | $5.05 \mathrm{E}+02$ | $5.03 \mathrm{E}+02$ | $5.05 \mathrm{E}+02$ |
|  | Std | $6.16 \mathrm{E}+00$ | $5.55 \mathrm{E}+00$ | 6.24E+00 | $8.54 \mathrm{E}+00$ | $6.78 \mathrm{E}+00$ | $5.71 \mathrm{E}+00$ | $6.39 \mathrm{E}+00$ | $9.21 \mathrm{E}+00$ |
|  | Rank | $6(\approx)$ | 5( $\sim$ ) | 1( $\sim$ ) | $4(\approx)$ | 2 | $7(\approx)$ | $3(\approx)$ | $8(\approx)$ |
| F28 | Mean | $3.00 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $3.07 \mathrm{E}+02$ | $3.11 \mathrm{E}+02$ | $3.03 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $3.09 \mathrm{E}+02$ |
|  | Std | $2.35 \mathrm{E}-13$ | $1.79 \mathrm{E}-13$ | $1.39 \mathrm{E}-13$ | $2.62 \mathrm{E}+01$ | $3.37 \mathrm{E}+01$ | $1.89 \mathrm{E}+01$ | 1.11E-13 | $3.42 \mathrm{E}+01$ |
|  | Rank | 4( $\sim$ ) | $3(\approx)$ | 2(-) | $6(\approx)$ | 8 | $5(\approx)$ | 1( $\sim$ ) | $7(\approx)$ |
| F29 | Mean | $4.55 \mathrm{E}+02$ | $4.75 \mathrm{E}+02$ | $4.54 \mathrm{E}+02$ | $4.67 \mathrm{E}+02$ | $4.64 \mathrm{E}+02$ | $4.72 \mathrm{E}+02$ | $4.97 \mathrm{E}+02$ | $5.27 \mathrm{E}+02$ |
|  | Std | $4.06 \mathrm{E}+01$ | $8.10 \mathrm{E}+01$ | $2.97 \mathrm{E}+01$ | $3.75 \mathrm{E}+01$ | $6.52 \mathrm{E}+01$ | $5.79 \mathrm{E}+01$ | $8.74 \mathrm{E}+01$ | $1.12 \mathrm{E}+02$ |
|  | Rank | $2(\approx)$ | $6(\approx)$ | 1( $\sim$ ) | $4(\approx)$ | 3 | $5(\approx)$ | $7(\approx)$ | 8(+) |
| F30 | Mean | $3.83 \mathrm{E}+03$ | $3.37 \mathrm{E}+03$ | $3.21 \mathrm{E}+03$ | $3.40 \mathrm{E}+03$ | $3.01 \mathrm{E}+03$ | $3.45 \mathrm{E}+03$ | $3.51 \mathrm{E}+03$ | $3.57 \mathrm{E}+03$ |
|  | Std | $1.43 \mathrm{E}+03$ | $1.04 \mathrm{E}+03$ | $7.75 \mathrm{E}+02$ | $9.63 \mathrm{E}+02$ | 6.25E+02 | $9.13 \mathrm{E}+02$ | $1.08 \mathrm{E}+03$ | $9.37 \mathrm{E}+02$ |
|  | Rank | $8(+)$ | $3(\approx)$ | $2(\approx)$ | $4(\approx)$ | 1 | 5(+) | $6(+)$ | 7 (+) |
| $+/ \approx /-$ |  | 5/16/8 | 5/18/6 | 3/21/5 | 3/22/4 | 1 | 1/26/2 | 5/22/3 | 8/19/3 |
| Average rank |  | 4.39 | 4.28 | 3.62 | 4.14 | 4.45 | 4.00 | 5.07 | 6.14 |
| Final rank |  | 4 | 4 | 1 | 2 | 6 | 3 | 7 | 8 |

Hydro generator constraint:
$P_{H(k)}^{\min ^{2}} \geq P_{H(k, i)} \geq P_{H(k)}^{\max }$
Reservoir capacity limit:
$V_{(k)}^{\min } \geq V_{(k, i)} \geq V_{(k)}^{\max }$
where V presents the volume of each reservoir's storages.
Water discharge constraint:

$$
\begin{equation*}
Q_{(k)}^{\min } \geq Q_{(k, i)} \geq Q_{(k)}^{\max } \tag{48}
\end{equation*}
$$

Hydraulic continuity constraint:

$$
\begin{align*}
V_{(k, i+1)}= & V_{(k, i)}+\sum_{j=\Omega_{(k)}}\left(Q_{(j, i-\tau)}+S_{(j, i-\tau)}\right)  \tag{49}\\
& -Q_{(k, i)}-S_{(k, i)}+R_{(k, i)}
\end{align*}
$$

Hydro power generation equation:

$$
\begin{align*}
P_{H(k, i)}= & c_{(1, k)} V_{(k, i)}^{2}+c_{(2, k)} Q_{(k, i)}^{2}+c_{(2, k)}\left(V_{(k, i)} Q_{(k, i)}\right)  \tag{50}\\
& +c_{(4, k)} V_{(k, i)}+c_{(5, k)} Q_{(k, i)}+c_{(6, k)}
\end{align*}
$$

where $c_{(1-6, k)}$ denote constant coefficients of the $k$-th reservoir.

### 7.3 Parameter estimation of photovoltaic (PV) models

Estimation of parameters of PV models can be treated as an optimization process with specific constraints. In this issue, three models including single diode model, double diode model, and PV model are adopted. The equivalent circuit for the three models are as Fig. 12.

In the three models, the parameters to be optimized are:
$X=\left[I_{p h}, I_{S D}, R_{s}, R_{s h}, n\right]$
where their bounds are shown in Table 8.
The objective function for estimating the PV model's parameter is the root mean square error (RMSE). The error is the difference between all pairs of measured and calculated current results. Precisely, RMSE is expressed as follows:
$\operatorname{RMSE}(X)=\sqrt{\frac{\sum_{k=1}^{N} F e\left(V_{L}, I_{L}, X\right)}{N}}$

### 7.4 Comparison results of real-world optimization problems

The optimization results of HTNPIO and 5 other algorithms on 5 real-world optimization problems are shown in the Table 9. The best, worst, mean and standard deviation (STD) value of each problem's objective function are shown in the table. Notably, the best and the secondary entry of each indicator is highlighted in bold.

(a)

(b)

(c)

Fig. 12 Equivalent circuits of single diode, double diode and PV models

For instance 1, the proposed HTNPIO beats all the competitors in the mean, STD, and worst value.

For instance 2, HTNPIO obtained the first rank in STD value, and provided the second best results in the worst, mean and best value, following LSHADE.

For instance 3, HTNPIO acquires the best STD and maximum objective function value of the 140-D ELD problem, and beat all competitors except LSHADE in mean and best value. However, the results provided by HTNPIO and LSHADE differ by less than $1 \%$, which is acceptable.

For the 96-D hydrothermal scheduling problem, HTNPIO beat all the advanced compared algorithms with huge advance.

Table 8 Upper and lower bounds of parameters of 3 different PV models

| Parameter | Single diode \& double diode |  |  | PV module |  |
| :--- | :--- | :--- | :--- | :--- | :--- |

In the fifth instance, for single-diode model, HTNPIO, LSHADE and SaDE can all acquire similar and stable RMSE value in independent 30 runs; for PV model, HTNPIO, CMSRSSSA, LSHADE, and SaDE can similarly obtain the best RMSE results.

In summary, HTNPIO can always provide first-rate results and rank first in all real-world optimization problems, which shows extremely competitive performance compared with other state-of-the-art algorithms.

Additionally, computation time is an important factor of an algorithm, especially when dealing with realworld problems. Figure 13 displays the time taken by each algorithm to handle different real-world optimization problems. Moreover, the time for each of the 30 runs is given. In the figures, the $x$-axis represents the time each algorithm ran, the $y$-axis represents the number of runs. It is observed that the computational time of HTNPIO is a little more than that of HCLPIO, CMSRSSSA and LFPIO, but much less than that of SaDE in the first two case, and time for LSHADE and HTNPIO is similar. For the third instance, HTNPIO consumes less time than CMSRSSSA and SaDE , and similar to HCLPIO. For instance 4, the time consumed by HTNPIO is far less than that of LSHADE and SaDE, and similar to that of HCLPIO and PSODLS. What's more, time for instance 5 of HTNPIO is almost the least, however, HTNPIO can still provide the best solutions in the problems. Comprehensively, the time taken by HTNPIO to process real-world problems is always stable. Though the computational time of HTNPIO is not always ranked first, it is sitll acceptable because HTNPIO can provide promising and extremely competitive solutions for each instance.

## 8 Discussion

The conventional PIO algorithm utilizes map-compass operator and landmark operator to achieve rapid convergence. However, the conventional PIO is still trapped into local optima especially when solving complicated shifted rotated and non-continuous composition optimization problems. Major reasons are listed as follows:

First, map-compass operator makes pigeons only learn from a global best individual in the current iteration, leading to insufficient information interchanges among the whole population. Such interchanges of information makes the pigeons susceptible to the loss of diversity, such as losing some potential pigeons. In this case, the pigeons are easily stuck into local optima and it is hard for them to jump out of the local optima.

Second, landmark operator forces a reduction in the number of pigeons in the later iteration, accelerating the lack of population diversity in the later iteration. In each generation, the population size decreases by $1 / 2$, causing insufficient examplars to guide the search pigeon, which limits the ability to jump out of local optima. This can be clearly demonstrated by Figs. 5, 6 and 7 in Section 5, where the group in PIO accelerate convergence and then came together in 10-th iteration. However, the population in PIO is concentrated around the current best point ( $x=-10, y=25$ ) and loses the global search ability, so it cannot jump out of the local optimum in the 20-th iteration. This's the downside when PIO handles problems. The same conclusion can be drawn from the Fig. 7.

To address the above problems, although most presented PIO variants $[8,27,31,34,70,71,75]$ adopt various strategies to improve the propoties of PIO, those works seldom consider how to refrain the drawvacks of the tedious learning strategy in the map-compass operator. Therefore, most existing PIOs are also easy to got caught into the local optimum when solving out the complex problems such as IEEE CEC2017 test suite.

To address the mentioned issues, we have proposed a HTNPIO algorithm, which adopts SMS and LMS to generate high-level targets and efficiently navigate the search of pigeons, and adopts ELS to make full use of the brilliant convergence capability of PIO. What's more, the LMS-ELS probability mechanism is proposed to balance the exploitation and exploration of HTNPIO.

First, HTNPIO's learning strategies are diversified, not as single as PIO, therefore, HTNPIO effectively guarantees the diversity of the population, so that it is more possible to find optimal solutions. Second, HTNPIO inherits the
Table 9 Comparisons of optimal results gained by 6 advanced algorithms for 5 real-world problems (the best and second entry is highlighted in bold)

| Real-world optimization ins. |  | Indicators | HTNPIO | CMSRSSSA | LSHADE | PSODLS | LFPIO | HCLPIO | SaDE | DELMFO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance 1 | 15-D ELD | Worst | $3.2911 \mathrm{E}+04$ | 3.2974E+04 | 3.3035E+04 | 3.3228E+04 | 3.3392E+04 | 3.3225E+04 | $3.3004 \mathrm{E}+04$ | $3.3014 \mathrm{E}+04$ |
|  |  | Mean | $3.2839 \mathrm{E}+04$ | $3.2881 \mathrm{E}+04$ | 3.2862E+04 | $3.3062 \mathrm{E}+04$ | $3.3144 \mathrm{E}+04$ | $3.3124 \mathrm{E}+04$ | $3.2908 \mathrm{E}+04$ | $3.2927 \mathrm{E}+04$ |
|  | instance | Best | $3.2778 \mathrm{E}+04$ | 3.2747E+04 | 3.2769E+04 | $3.2981 \mathrm{E}+04$ | $3.2933 \mathrm{E}+04$ | $3.2920 \mathrm{E}+04$ | $3.2829 \mathrm{E}+04$ | $3.2873 \mathrm{E}+04$ |
|  |  | STD | $3.2817 \mathrm{E}+01$ | $4.8579 \mathrm{E}+01$ | $7.4062 \mathrm{E}+01$ | $5.0149 \mathrm{E}+01$ | $9.3068 \mathrm{E}+01$ | $7.0700 \mathrm{E}+01$ | $4.5523 \mathrm{E}+01$ | $3.4920 \mathrm{E}+01$ |
| Instance 2 | 40-D ELD | Worst | 1.3710E+05 | $1.4486 \mathrm{E}+05$ | 1.3521E+05 | $1.4645 \mathrm{E}+05$ | $1.5213 \mathrm{E}+05$ | $6.0201 \mathrm{E}+08$ | $1.3979 \mathrm{E}+05$ | $1.3872 \mathrm{E}+05$ |
|  |  | Mean | 1.3183E+05 | $1.3526 \mathrm{E}+05$ | $1.2882 \mathrm{E}+05$ | $1.3850 \mathrm{E}+05$ | $1.4503 \mathrm{E}+05$ | $5.9894 \mathrm{E}+08$ | $1.3426 \mathrm{E}+05$ | $1.3437 \mathrm{E}+05$ |
|  | instance | Best | 1.2913E+05 | $1.2956 \mathrm{E}+05$ | $1.2655 \mathrm{E}+05$ | $1.3353 \mathrm{E}+05$ | $1.3672 \mathrm{E}+05$ | $5.9748 \mathrm{E}+08$ | $1.3051 \mathrm{E}+05$ | $1.3131 \mathrm{E}+05$ |
|  |  | STD | $1.7194 \mathrm{E}+03$ | $3.6322 \mathrm{E}+03$ | $1.7245 \mathrm{E}+03$ | $2.9343 \mathrm{E}+03$ | $4.5515 \mathrm{E}+03$ | $9.1392 \mathrm{E}+05$ | $2.2910 \mathrm{E}+03$ | $1.9393 \mathrm{E}+03$ |
| Instance 3 | 140-D ELD | Worst | $1.9410 \mathrm{E}+06$ | $1.9744 \mathrm{E}+06$ | $1.9786 \mathrm{E}+06$ | $1.9683 \mathrm{E}+06$ | $3.8279 \mathrm{E}+06$ | $7.7900 \mathrm{E}+11$ | $2.2713 \mathrm{E}+08$ | $2.0027 \mathrm{E}+06$ |
|  |  | Mean | $1.9184 \mathrm{E}+06$ | $1.9482 \mathrm{E}+06$ | $1.9049 \mathrm{E}+06$ | $1.9428 \mathrm{E}+06$ | 2.6303E+06 | $7.7814 \mathrm{E}+11$ | $9.7227 \mathrm{E}+06$ | $1.9551 \mathrm{E}+06$ |
|  | instance | Best | $1.8862 \mathrm{E}+06$ | $1.9172 \mathrm{E}+06$ | $1.8767 \mathrm{E}+06$ | $1.9161 \mathrm{E}+06$ | $1.9296 \mathrm{E}+06$ | $7.7749 \mathrm{E}+11$ | $1.9153 \mathrm{E}+06$ | $1.9220 \mathrm{E}+06$ |
|  |  | STD | 1.2396E+04 | $1.4457 \mathrm{E}+04$ | $2.4664 \mathrm{E}+04$ | $1.2935 \mathrm{E}+04$ | $5.5255 \mathrm{E}+05$ | $4.0569 \mathrm{E}+08$ | $4.1072 \mathrm{E}+07$ | $2.2329 \mathrm{E}+04$ |
| Instance 4 | 96-D hydro | Worst | $9.4454 \mathrm{E}+05$ | $9.5162 \mathrm{E}+05$ | $9.5379 \mathrm{E}+00$ | $9.4570 \mathrm{E}+05$ | $4.0535 \mathrm{E}+06$ | $1.1911 \mathrm{E}+06$ | $9.4696 \mathrm{E}+05$ | $1.1891 \mathrm{E}+06$ |
|  |  | Mean | $9.4081 \mathrm{E}+05$ | $9.4603 \mathrm{E}+05$ | $9.4573 \mathrm{E}+05$ | $9.4261 \mathrm{E}+05$ | $1.2236 \mathrm{E}+06$ | $9.8493 \mathrm{E}+05$ | $9.4304 \mathrm{E}+05$ | $9.6748 \mathrm{E}+05$ |
|  | instance | Best | $9.3845 \mathrm{E}+05$ | 9.3777E+05 | $9.4014 \mathrm{E}+00$ | $9.3943 \mathrm{E}+05$ | $9.4171 \mathrm{E}+05$ | $9.3919 \mathrm{E}+05$ | $9.3893 \mathrm{E}+05$ | $9.4101 \mathrm{E}+05$ |
|  |  | STD | $1.5354 \mathrm{E}+03$ | $3.1307 \mathrm{E}+03$ | $3.0120 \mathrm{E}+03$ | $1.8292 \mathrm{E}+03$ | $6.0451 \mathrm{E}+05$ | $7.6190 \mathrm{E}+04$ | 2.1393E+03 | $5.4365 \mathrm{E}+04$ |
| Instance 5 | Single <br> diode <br> model | Worst | $9.8602 \mathrm{E}-04$ | $9.9258 \mathrm{E}-04$ | $9.8602 \mathrm{E}-04$ | $1.7562 \mathrm{E}-03$ | $2.5822 \mathrm{E}-03$ | $2.3053 \mathrm{E}-03$ | 9.8602E-04 | $1.0468 \mathrm{E}-03$ |
|  |  | Mean | 9.8602E-04 | $9.8676 \mathrm{E}-04$ | 9.8602E-04 | $1.2946 \mathrm{E}-03$ | $1.5688 \mathrm{E}-03$ | $1.3754 \mathrm{E}-03$ | 9.8602E-04 | $9.9492 \mathrm{E}-04$ |
|  |  | Best | 9.8602E-04 | 9.8602E-04 | 9.8602E-04 | $1.0214 \mathrm{E}-03$ | $9.8672 \mathrm{E}-04$ | $9.8624 \mathrm{E}-04$ | 9.8602E-04 | 9.8602E-04 |
|  |  | STD | $4.3354 \mathrm{E}-10$ | $1.4802 \mathrm{E}-06$ | 3.1506E-17 | $1.8709 \mathrm{E}-04$ | $4.3541 \mathrm{E}-04$ | $3.8378 \mathrm{E}-04$ | 2.0616E-17 | $1.5619 \mathrm{E}-05$ |
|  | Double diode model | Worst | $1.5540 \mathrm{E}-03$ | 1.1355E-03 | $1.9384 \mathrm{E}-03$ | $2.0109 \mathrm{E}-03$ | $2.3350 \mathrm{E}-03$ | $3.0179 \mathrm{E}-03$ | 9.8602E-04 | $1.2308 \mathrm{E}-03$ |
|  |  | Mean | $1.1518 \mathrm{E}-03$ | $1.0090 \mathrm{E}-03$ | $1.0243 \mathrm{E}-03$ | $1.4953 \mathrm{E}-03$ | $1.3802 \mathrm{E}-03$ | $1.9104 \mathrm{E}-03$ | $9.8354 \mathrm{E}-04$ | $1.0186 \mathrm{E}-03$ |
|  |  | Best | $9.8475 \mathrm{E}-04$ | $9.8251 \mathrm{E}-04$ | 9.8248E-04 | $9.8472 \mathrm{E}-04$ | $9.8646 \mathrm{E}-04$ | $9.8752 \mathrm{E}-04$ | 9.8248E-04 | $9.8344 \mathrm{E}-04$ |
|  |  | STD | $1.6756 \mathrm{E}-04$ | 3.8995E-05 | $1.7774 \mathrm{E}-04$ | $2.7635 \mathrm{E}-04$ | $3.7520 \mathrm{E}-04$ | $6.9808 \mathrm{E}-04$ | $1.6214 \mathrm{E}-06$ | 6.4186E-05 |
|  | PV- | Worst | $2.4257 \mathrm{E}-03$ | $2.4252 \mathrm{E}-03$ | 2.4251E-03 | $2.5457 \mathrm{E}-03$ | $1.0295 \mathrm{E}-02$ | $4.5016 \mathrm{E}-03$ | 2.4251E-03 | $2.4330 \mathrm{E}-03$ |
|  |  | Mean | $2.4251 \mathrm{E}-03$ | 2.4251E-03 | 2.4251E-03 | $2.4431 \mathrm{E}-03$ | $3.1931 \mathrm{E}-03$ | $2.7246 \mathrm{E}-03$ | 2.4251E-03 | $2.4255 \mathrm{E}-03$ |
|  | model | Best | 2.4251E-03 | 2.4251E-03 | 2.4251E-03 | 2.4251E-03 | $2.4262 \mathrm{E}-03$ | $2.4272 \mathrm{E}-03$ | 2.4251E-03 | 2.4251E-03 |
|  |  | STD | $1.1214 \mathrm{E}-07$ | $1.5234 \mathrm{E}-08$ | $2.2610 \mathrm{E}-17$ | $2.5490 \mathrm{E}-05$ | $1.5430 \mathrm{E}-03$ | $4.6296 \mathrm{E}-04$ | $1.7760 \mathrm{E}-17$ | $1.6647 \mathrm{E}-06$ |



Fig. 13 The execution time for each run on 5 real-world optimization problems achieved by HTNPIO, SaDE, LSHADE, DELMFO, PSODLS, CMSRSSSA, LFPIO and HCLPIO
good convergence ability of PIO. What's more, HTNPIO emphasizes to balance the exploration and exploitation in each search stage, thus effectively improves the global search ability and convergence accuracy of PIO. In detailed, the advantages of each strategy are demonstrated as follows.

Selected mutation strategy (SMS) facilitates the information interaction of personal best individuals in the population, and further generates high-level targets to efficiently navigate the search behavior of pigeons. SMS employs two kinds of mutation strategies to provide random and effective information interactions between personal bests ( $P B s$ ) to generate targets $(T s)$, as the data in $T s$ is diversified and high-level, SMS can acquire large exploration scopes in the solution space and contribute to enhance the global search ability. Because of the application of the two mutation strategies, SMS also employs two kinds of crossover strategies to perform dimensional update for each pigeon, which can further improve the population diversity of targets. Selection strategy is executed to maintain the high-level targets, and guarantee the whole population to develop in a better direction.

Compared with PIO's map and compass strategy, HTNPIO's levy-based map-compass strategy (LMS) has the advantage of providing more diverse learning exemplars. LMS allows pigeons to explore diverse and high-level targets, and obtain a larger search range around potential solutions in the space. What's more, levy flight model is an effective method to accomplish irregular movement with random steps, thus, the proper application of levy flight model makes the search more random, which could further intensify the global search ability of HTNPIO in the entire iteration. The advantages of SMS and LMS can be demonstrated by CEC2017 test suite. In Tables 5 and 6, HTNPIO obtains the most first ranks in multimodal and composition problems such as F11-F15, F18-F20 and F26-F28, which exhibits the superior global search capability of HTNPIO, verifying that the diversity of HTNPIO is maintained well. This can also be visualized and demonstrated by Figs. 5, 6, 7 in Section 5. In the above figures, the points (HTNPIO individuals) are scattered over a wide range in the search space, validating that HTNPIO has still maintained a good population dispersion in the 20th iteration. So even in the last iteration, the individuals of HTNPIO are not clustered together, and even some points are scattered far from the global optimum, which provides the possibility for subsequent searches to find possible better values, which guarantees global search capability.

The advantage of ELS is that it provides fast and accurate convergence. ELS enables individuals to exploit around elites in the late iteration, which effectively accelerates convergence and gains accurate solutions. What's more, ELS also performs dimensional updates, which means that ELS is more likely to outcrop the optimal value of the
potential area. The advantages of the strategy can also be demonstrated by Figs. 5 and 7 in Section 5. From Figs. 5 and 7 convergence in the later stage, however, the individuals also scatter to be able to explore potential somehow.

The advantage of a linear LMS-ELS probabilistic selection mechanism is that it can effectively balance the exploration and exploitation of HTNPIO in different stages of iteration. In early iterations, this mechanism selects most of the pigeons to perform LMS to explore potential solutions in the solution space, while in the later stage, more pigeons are forced to execute the ELS to exploit the current best solutions. By this mechanism, the algorithm tries to search for potential solutions in a wide search range in the early iterative stage, and quickly taps the optimal region in the later iterative stage to search for a more accurate solution.

Based on the above advantages, the proposed HTNPIO outperforms other five advanced PIO variations and ten state-of-the-art on both 30 and 50 dimension problems in IEEE CEC2017 test suite, and can provide extremely competitive performance on real-world optimization problems. The main numerical achievements of HTNPIO are as follows:

In CEC2017 test suite, the HTNPIO can attain solutions on F1 with $30-D$ whose mean error is only $7.76 \times 10^{-5}$, on F3, the accuracy of the solution provided by HTNPIO is about $10^{-10}$. On these two problems, HTNPIO improves the accuracy of PIO by more than $10^{10}$ times. HTNPIO also owes outstanding performance on F6, and the average error value from the optimal solution is only $1.74 \times 10^{-13}$, which ranks first among all compared algorithms. HTNPIO also performs best on multimodel problems F11, F13, F14, F15, with an improvement of the accuracy of the PIO variant by more than 10 times. On F18 and F19, HTNPIO could provide solutions with accuracy more than 3 times higher than other advanced algorithms. On $50-D$ problems, HTNPIO improves the accuracy of PIO by at least 10 times on all functions. what's more, on F14 and F15, HTNPIO can provide solutions with error 7.34 and 7.18, respectively, which 5 times more accurate than LSHADE. HTNPIO's solution to the F26 has an average error value of 508 from the true optimum, which is 10 times more accurate than all other state-of-the-art algorithms. Additionally, the solutions of HTNPIO on F26 is 300, competing all competitors. Comprehensively, compared with PIO variants, HTNPIO has huge advantages. HTNPIO can get 26 firsts on $2930-D$ problems, and 25 first ranks on $2950-D$ problems, with undoubtedly first final rank on both $30-D$ and $50-$ $D$ problems. When compared to other highly competitive advanced algorithms, HTNPIO can get 9 first place on 29 $30-D$ functions, which wins the most first ranks among all algorithms. With an average rank of 3.59 , HTNPIO wins the first final rank. On $50-D$ problems, HTNPIO ranks first for 6 times, which is also the most among competitors. The average rank of HTNPIO is 3.69 , which is also the best.

However, the disadvantages and limitations of HTNPIO are as follows:

First, key parameters of HTNPIO such as $C R$ and $F$ in the selection mutation strategy rely on experience and cannot be adaptively adjusted according to the specific problem, which limits the performance of HTNPIO on some problems. Second, SMS and LMS may cause excessive dispersion of pigeons in the search space, which is effective for multi-modal and complex problems, but may result in inaccurate results for simple or single-mode problems. For example, HTNPIO cannot provide the best solutions on unimodal problems in CEC2017 when comparing with advanced algorithms. HTNPIO also fails to provide the best solution on the 15-D ELD instance and the best mean result on double-diode model instance in the real-world optimization problems. Third, LMS or ELS is selected by a linear probability mechanism, however, the linear probability may not provide the best trade off between exploration and exploitation on some specific problems. For example, for a unimodal problem, a large number of scattered searches in early stage can lead to slow convergence and inferior accuracy within a certain number of iterations. Moreover, when HTNPIO's decentralized search does not find potential positions, and at this time, individuals in the population perform more LMS to accelerate convergence, which will reduce the possibility of jumping out of the local optimum. Therefore, to optimize and improve HTNPIO, it is necessary to consider the adaptive changes of parameters and the adaptive execution of strategies, which is also the possible direction of future work.

Additionally, from the computational complexity analysis and computational time, HTNPIO is not the fastest, however, the computational time of HTNPIO is also promising because HTNPIO can acquire rather accurate solutions. Therefore, HTNPIO has a relatively broad application outlook with short computing time, low computing cost, and strong global optimization ability. Authors recommend HTNPIO can be used for solving complex problems such as multimodal, hybrid or composition problems instead of low-dimensional simple problems. Also, HTNPIO can be utilized to solve engineering problems that have high demands on accuracy and computation time. Furthermore, HTNPIO can be improved for multi-objective optimization and fuzzy mathematical programming [61, 62].

## 9 Conclusion

This paper proposed a new PIO variant named HTNPIO, where three strategies, namely selective mutation strategy (SMS), levy-based map-compass strategy (LMS) and enhanced landmark strategy (ELS) are included. What's
more, an LMS-ELS probability (LP) mechanism is proposed to balance the exploration and exploitation. Firstly, in SMS, differential strategy makes interactions among different personal best pigeons to generate random highlevel targets. The establishment of these high-level targets expands the search scopes of the pigeons in the solution space, thereby increasing the likelihood of finding the global optima. Secondly, LMS is executed to explore potential places around these high-level targets instead of the current global best. In this process, the pigeons' search trajectory is more diverse so the chances of the pigeons finding the optimal solution are greatly increased. Thirdly, we present the ELS to accelerate convergence and improve the accuracy of solutions. Furthermore, we propose an LP mechanism to balance the exploration and exploitation in the complete iterative process. Experimental results shows that HTNPIO defeats all the competitors on $30-D$ and $50-D$ CEC2017 problems. Moreover, HTNPIO also exhibits first-rate performance on the 5 real-world optimization problems compared with advanced algorithms. Hence, HTNPIO has big improvements in global search capability, local exploitation ability, and steadily.

In the future, HTNPIO can be used for solving various constrained engineering problems.
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