
Applied Soft Computing 144 (2023) 110528

t
o
h
a
p
w
T
t
t
d
t
p
a
b
d

h
1

Contents lists available at ScienceDirect

Applied Soft Computing

journal homepage: www.elsevier.com/locate/asoc

Daily predictionmethod of dust accumulation on photovoltaic (PV)
panels using echo state networkwith delay output
Siyuan Fan a,∗, Mingyue He a,c, Zhenhai Zhang b

a School of Automation Engineering, Northeast Electric Power University, Jilin, 132012, China
b Army Engineering University of PLA, Chongqing, 400035, China
c Changchun Green Drive Hydrogen Technology Co. Ltd., Changchun, 130102, China

a r t i c l e i n f o

Article history:
Received 11 September 2022
Received in revised form 18 May 2023
Accepted 8 June 2023
Available online 14 June 2023

Keywords:
Prediction method
Dust accumulation
PV panels
Echo state network (ESN)
Pigeon inspired optimization (PIO)

a b s t r a c t

Dust accumulation over time can be one of the main causes of uncertainty in the output of
photovoltaic (PV) systems. In order to better understand these losses, this paper established a daily dust
accumulation prediction model for PV panels based on the delay output echo state network (DESN).
A pigeon-inspired optimization (PIO) algorithm with adaptive Cauchy (AC) mutation strategy was
proposed, which can optimize the reservoir parameters (such as leakage rate, spectral radius, and input
scaling) of DESN, shorten the solution time, and improve search speed. Based on typical meteorological
and air quality data, as well as daily accumulated dust weight recorded from the experimental
platform, model training and testing were carried out. According to the Pearson correlation coefficient,
the relationship between the environment parameters (humidity, wind speed, wind direction, PM2.5,
PM10, and rainfall) and the dust accumulation was obtained. The results show that the prediction
accuracy of AC-PIO-DESN is better than other methods for meteorological and air quality data. The
mean absolute percentage error (MAPE) for humidity, irradiance, PM2.5 and PM10 were 4.0743%,
4.4958%, 10.6231% and 12.8402%, respectively. In addition, the proposed daily dust prediction model
has good robustness for 10-day samples, with an average relative error ranging from 0.65% to 54%.
This method can provide data support for grid scheduling and PV panel cleaning strategy of PV power
plants.

© 2023 Elsevier B.V. All rights reserved.
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1. Introduction

Facing the contradiction between the consumption of tradi-
ional energy and the increasing demand for energy, the devel-
pment of new energy sources is imminent [1]. Solar energy
as become a major renewable energy source due to its sustain-
ble, clean and inexhaustible characteristics [2]. Photovoltaic (PV)
anels are typically installed in sparsely populated desert areas,
here they are affected by wind and dust particle settling [3–5].
he accumulation of dust will reduce the light transmittance of
he PV panels, thereby affecting the thermal balance and reducing
he power generation efficiency and service life [6,7]. Statistically,
ust accumulation can lead to a 2%–10% output loss of PV sys-
ems, reaching 25% in extreme cases [8]. A reasonable cleaning
lan is required to reduce the loss of PV system due to dust
ccumulation, in which the dust accumulation prediction is the
asis for planning [9–11]. Therefore, the accurate prediction of
ust accumulation on the surface of PV panels is beneficial to
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improve the safety and cost-effectiveness of grid-connected PV
systems.

The PV power generation system installed in natural envi-
ronment is affected by many factors. The dust accumulation of
PV panels is one of the main limiting factors for the output
of PV power plants. Dust accumulation hinders the absorption
of sunlight by PV cells, and reduces light transmittance and PV
conversion efficiency. There are many studies on the effect of
dust accumulation on PV performance [12,13]. Salari et al. [14]
conducted numerical simulations to investigate the effect of dust
deposition on the performance of PV panels. According to the
research results, the electrical efficiency decreased by 26.36% as
the dust accumulation increased from 0 g/m2 to 8 g/m2. Aslan
t al. [15] conducted a 70-day outdoor experiment to analyze
he impact of dust deposition on PV power generation perfor-
ance. The results showed that the dust accumulation on the
V panels changed from 0 g/m2 to 6.1 g/m2 and the output
ower decreased by 21.47% after 10 weeks. In the year-long
ust deposition experiment of natural and artificial deposition of
lugmann-Radziemska et al. [16], the results revealed that the
fficiency of dust-covered PV panels decreased by 6%–10%. Chen
t al. [17] conducted experiments to study the impact of dust
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eposition on PV panels, and concluded that the dust density
f 10 g/m2 can reduce the maximum power of PV panels by
bout 34%. During the operation of PV power plants, effective
revention and cleaning are the two keys to solving the dust
ccumulation problem on PV panels. However, current cleaning
trategies rely solely on operational experience and lack scientific
vidence. Unreasonable cleaning frequency has a direct impact on
he overall revenue of PV power plants. In terms of cost–benefit
atio, there is huge room for optimization.

As the outdoor exposure time of PV panels increases, the dust
oncentration on the PV panel surface gradually increases [18].
he change of dust accumulation on the PV panel surface is usu-
lly affected by the coupling of multiple factors, which is difficult
o describe through simple mathematical model [19,20]. It seems
hat artificial neural network (ANN) is more suitable for this kind
f complex prediction problem. Echo state network (ESN) [21] has
een widely used in time series prediction [22,23] and speech
ecognition [24,25]. Wu et al. [26] established a model based
n deep-chain echo state network (DCESN) and variational mode
ecomposition (VMD), which can improve the accuracy of wind
ower multi-step prediction. Mustaqeem et al. [27] proposed a
hort-term solar energy prediction model based on CNN-assisted
eep echo state network (CNN-DeepESN) and principal compo-
ents analysis (PCA), using 1-hour solar prediction ahead with
-minute time intervals. Li et al. [28] proposed a growing deep
SN (GD-ESN) that can automatically determine the depth of
ulti-layer ESN. Furthermore, the effectiveness of the proposed
ethod is verified in terms of benchmark datasets and practical
pplications. Although different forms of ESN have shown good
redictive performance in the fields of wind power and PV, there
s little research on the prediction of dust accumulation on PV
anels. In addition to factors such as the local meteorological
nvironment and air quality, the deposition of dust particles on
V panels is also closely related to the installation angle, orienta-
ion, height and other conditions of PV panels [29,30]. Therefore,
easonable selection of input variables and the establishment
f simple and effective dust accumulation prediction model are
rucial for formulating cleaning and maintenance plans for PV
ower plants.
Aiming at the prediction of dust accumulation on PV panel

urface, an echo state network with delay output (DESN) based on
he pigeon-inspired optimization (PIO) algorithm is proposed. For
igher prediction accuracy, the adaptive Cauchy (AC) mutation
trategy is introduced into the PIO algorithm to optimize the
ESN reservoir parameters. An experimental platform for dust
eight measurements of PV panels and meteorological data mon-

toring is established. Based on the acquired data of humidity,
ind speed, wind direction, PM2.5, PM10, and rainfall, their rela-
ionship with dust accumulation is analyzed. The validity of the
roposed model is verified through comparison with natural dust
ccumulation data.
The main contributions of this paper can be summarized as

ollows:

• Considering the time-delay characteristics of meteorological
and air quality data, a daily prediction model of dust accu-
mulation for PV panels based on AC-PIO-DESN is proposed.

• An AC mutation strategy is incorporated into the PIO algo-
rithm to optimize the reservoir parameters of the DESN to
improve the prediction accuracy of the model.

. Methodology

.1. Echo state network with delay output

ESN [31] is a type of recurrent neural network (RNN) con-

isting of a K -dimensional input layer, N-dimensional reservoir,

2

Fig. 1. The structure of the DESN.

nd L-dimensional output layer. Let u = u(n), x = x(n) and
= y(n) denote the external input vector, the reservoir state

nd the output vector, respectively. Since we consider a nonlinear
ystem with a delayed output, the previous moment’s output of
he ESN is used in the reservoir state equation; thus, this network
s called DESN [32]. The structure of the DESN is shown in Fig. 1.

The state update and output equation of the discrete reservoir
f DESN are defined as follows:

(n + 1) =(1 − a)x(n) + f (W inu(n + 1) + Wx(n)

+ W fb1y(n) + W fb2y(n − τ )) (1)

y(n) =g(W out
[x(n); u(n)]) − αy(n − τ ) (2)

here a ∈ (0, 1] denotes the leaking rate, α denotes the delay
actor, τ denotes the delay range, W in

∈ RN×K denotes the input
eight matrix, W ∈ RN×N denotes the reservoir weight matrix,
fb

∈ RN×L denotes the output feedback weight matrix, and
out

∈ RL×(K+N) denotes the output weight matrix.

emark 1. When a = 1, τ = 0, and α = 0, DESN model is
ransformed into the classical ESN model. When τ = 0 and α = 0,
ESN model changes to the Leaky-ESN model.

We train the output weight W out of the networks to minimize
he error

(n) = y(n) − ŷ(n) (3)

r square error

(n) =
1
2
∥e(n)∥2 (4)

so that the predicted output y(n) matches the expected output
ˆ(n). W , W in and W fb1,2 of the DESN can be determined ran-
omly before learning and remain unchanged during learning and
esting.

Let the reservoir state matrix X = [u(n)T , x(n)T ]T , the desired
output matrix Y teach

= [y(1), y(2), . . . , y(P)], and the computed
output weight matrix W out satisfies:

XW out
= Y teach (5)

The output weight matrix W out can be solved using linear re-
gression. Various learning algorithms (the Pseudo-inverse
method, Wiener–Hopf method, Kalman filter, etc.) can be used to
obtain the weights of the DESN. In this paper, the Pseudo-inverse
method is used to solve the output weights; the calculation
equation is:

W out
= X

†
Y teach (6)
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.2. Parameter optimization method

In practical applications of the DESN prediction model, we
eed to optimize the reservoir parameters to minimize the train-
ng error and obtain a high prediction accuracy. Eq. (1) can be
odified as follows to obtain spectral radius of matrix W :

1
γ
x(n + 1) =(1 − a)

1
γ
x(n) + f (W inu(n + 1) + (γW )

1
γ
x(n) (7)

+ W fb1y(n) + W fb2y(n − τ ))

where γ denotes the spectral radius of the reservoir, and γ > 0.
Without loss of generality, 1

γ
x(·) is always written as x(·). In

rder to normalize the weight matrices W in, W fb1 and W fb2, we
odify the Eq. (8) as follows:

(n + 1) =(1 − a)x(n) + f (sinW inu(n + 1) + (γW )x(n) (8)

+ sfb1W fb1y(n) + sfb2W fb2y(n − τ ))

where sin denotes the scalings of the input, and sfb1 and sfb2 are the
scalings of the output feedback and the delay output feedback.

2.3. AC-PIO algorithm

The PIO algorithm [33] is a novel intelligence optimization
algorithm for solving global optimization problems. It simulates
the homing behavior of pigeons that use the earth’s magnetic
field and landmarks [34]. When a pigeon is far away from its
destination, it uses the earth’s magnetic field to identify the
flight direction. When a pigeon is close to its destination, it uses
landmarks for navigation.

(1) Map and compass operator
In the map and compass operator, the rules are defined using

the position Xi and the velocity Vi of i pigeon, which are updated
in a D-dimensional search space in each iteration. The new po-
sition Xi and velocity Vi of i pigeon in the th iteration can be
calculated as follows:

Vi(n) = Vi(n − 1) ∗ e−Rn
+ rand ∗ (Xgbest − Xi(n − 1)) (9)

Xi(n) = Xi(n − 1) + Vi(n) (10)

where R denotes map and compass factor, rand denotes a random
number, and Xgbest denotes the global best position.

(2) Landmark operator
In landmark operator, Np is used to record the half number of

pigeons in each generation, and Xc(n) is the center position of all
pigeons in generation n. If each pigeon can fly a direct distance to
a destination, the position updating rule for pigeon ith iteration
is described as follows:

Np(n) =
Np(n − 1)

2
(11)

Xc(n) =

∑
Xi(n) ∗ fitness(Xi(n))

Np ∗
∑

fitness(Xi(n))
(12)

Xi(n) = Xi(n − 1) + rand ∗ (Xc(n) − Xi(n − 1)) (13)

where fitness(x) denotes the quality of the individual pigeon. For
the minimum optimization problem, fitness(Xi(n)) =

/(fmin(Xi(n)) + ε); otherwise, fitness(Xi(n)) = fmax(Xi(n)). The
daptive weight coefficient ω is defined as follows:

= ωmax −
(ωmax − ωmin)n

Niter
(14)

here n denotes the current number of iterations, and Niter de-
otes the predefined maximum number of iterations.
The Cauchy density function can be defined as follows:

(x; x0, γ ) =
1

[
γ

2 2

]
, x ∈ (−∞, +∞) (15)
π γ + (x − x0)
3

The corresponding distribution function is described as fol-
lows:

F (x; x0, γ ) =
1
π

arctan(
x − x0

γ
) +

1
2

(16)

When x0 = 0, γ = 1 is the standard Cauchy distribution,
hich is defined as follows:

(x; 0, 1) =
1

π (1 + x2)
(17)

The AC mutation strategy is used in the PIO algorithm, and the
osition update is defined as follows:

i(n) = Xi(n − 1) + C1ω(Xc(n) − Xi(n − 1)) (18)

where C1 denotes the random number of Cauchy distributions.

.4. Regulate DESN with AC-PIO

AC-PIO algorithm is used to optimize the reservoir parameters
i.e. leaking rate a, spectral radius γ , input scalings sin) of DESN
y minimizing the RMSE. The parameters are treated as three
articles, which constantly update their positions and velocities,
nd their fitness values are calculated by the objective function
o achieve the global optimum.

In this study, the objective function is the root mean square
rror (RMSE)

MSE =

√ 1
N

N∑
n=1

(y(n) − ŷ(n))2 (19)

here N denotes the number samples.
An algorithmic implementation for optimization process is

rovided in Algorithm 1.

Algorithm 1
AC-PIO-DESN algorithm
Input: number of pigeons n, number of iterations for

optimization Niter , the map and compass factor R;
Output: trained AC-PIO-DESN;
Step 1: initialize Niter and n pigeons positions at random
∈ [0.00001, 1];
Step 2: compute the fitness of each pigeon;
Step 3: update velocity Vi and position Xi according to Eqs. (9)
and (10);
Step 4: update position Xi according to Eq. (18);
Step 5: update a, γ , and sin;
Step 6: obtain optimal RMSE.

2.5. Dust prediction model

The degree of dust accumulation is affected by the exposure
time of the PV panels in a natural environment. Researchers have
used meteorological and air quality data to establish prediction
models for dust accumulation of PV panels. The dust accumula-
tion prediction problem is transformed into a prediction of the
environmental parameters. In [35], a simple model for the time-
series prediction of dust accumulation was proposed. This model
evaluated the dust accumulation over time using the PM2.5 and
PM10 concentrations in the atmospheric environment and the
installation angle of the PV panels. The dust concentration during
period t can be expressed as:

m =

∫
(vPM10CPM10 + vPM2.5CPM2.5)t cos θdt (20)

where vPM10, vPM2.5 denote the deposition rates of airborne parti-
cles whose diameters are less than or equal to 10 µm and 2.5 µm,
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Fig. 2. Schematic diagram of the daily dust prediction model establishment and experimental verification.
espectively. CPM10, CPM2.5 denote the corresponding concentra-
ions of particulate matter in the air, respectively. t denotes the
ime step, and θ denotes the installation angle of the PV panels.

Similarly, Paudyal et al. [36] studied the effect of dust accu-
ulation on the PV panels. A regression equation describing dust
oncentration, environmental parameters and PV power loss is
stablished, which can be described as:

dust = A + β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + β6X6 (21)

here A denotes the regression coefficient, X1 denotes the tem-
erature of PV panels, X2 denotes the dust concentration, X3

denotes the humidity, X4 denotes the irradiance, X5 denotes the
rainfall, and X6 denotes the ambient temperature.

According to Eqs. (20) and (21), the dust weight and the power
loss of PV panels in a period of time can be obtained. Since the
above model uses historical time-series data, delays occur, which
can be addressed by the DESN. Hence, the dust accumulation
prediction model based on AC-PIO-DESN is established.

3. Case description

The schematic diagram of the establishment and experimental
verification of the daily dust prediction model is shown in Fig. 2.
The inputs include meteorological and air quality data, such as
humidity, irradiance, PM2.5 and PM10. First, daily average histori-
cal time-series data are used to train the DESN model. Second, the
AC-PIO algorithm is used to optimize the leakage rate, spectral
radius, and input scaling. Then, the output results of the DESN
model are substituted into the dust prediction model to obtain
the dust concentration and PV power loss. Finally, the accuracy
of the daily dust prediction model is verified through field tests.

3.1. The experimental process

Two installation angles (0◦ and 45◦) are evaluated to verify
the effect of the PV panel inclination on the dust deposition. Two
comparative experiments are conducted in the same environment
to ensure the same conditions. Eight glass sheets are evenly laid
on the surface of the PV panels at two angles to measure the dust
weight. Panels 1#, 3#, 5#, and 7# are used to measure the dust
weight daily, and panels 2#, 4#, 6#, and 8# are used to measure
the accumulated dust weight. The daily measurement interval is
24 h, and the cumulative time is continuous. The experimental
platform for the dust weight measurements on the PV panels
surface and meteorological data monitoring is shown in Fig. 3.

A PC6 meteorological station is used to record the wind speed,
wind direction, temperature, and humidity, and other environ-
mental data. The air quality data and rainfall amount are obtained
from the local environmental monitoring institution. A Sartorius

BT 125D is used to measure the weight of the glass sheets. The

4

Table 1
The characteristics of the PV panel.
Characteristics Value

Cell type Mono-crystalline silicon
Maximum power (W) 260
Voltage in open circuit (V) 37.7
Short circuit current (A) 8.95
Voltage at maximum power (V) 30.3
Current at maximum power (A) 8.58
Dimension of the module 1640 mm × 990 mm × 35 mm
Test conditions 1000 W/m2 , AM 1.5, T = 25 ◦C

experimental equipment is shown in Fig. 4. The characteristics of
the PV panel are listed in Table 1.

Glass sheets with a size of 150 mm×20 mm×3 mm consisting
of the same material are placed on the PV panel. The weight ∆Mi
of the dust is calculated as follows:

∆Mi =
Mfi − Mqi

Ngs
(22)

where Mqi and Mfi denote the weight of glass sheets before and
after measurements, respectively. Ngs = 4 denotes the number of
glass sheets.

The experimental steps for obtaining the accumulated dust
weight are as follows:

Step 1. Two PV panels are placed at an angle of 0◦ and 45◦ with
the ground, respectively, and the glass sheets with the same size
are evenly distributed on the surface of the PV panel. They are
attached with two clips.

Step 2. The 1#-8# glass sheets are removed at 4:00 PM every
day, and Sartorius BT 125D electronic balance is used to obtain
the weight Mfi.

Step 3. Panels 1#, 3#, 5#, and 7# are cleaned, weighed to
obtain the weight Mqi, and re-attached to the PV panel.

Step 4. Panels 2#, 4#, 6#, and 8# are attached to the PV
panel without any treatment so that the dust naturally settles and
evenly adheres to the surface of the PV panel.

Step 5. Powder-free latex gloves are worn by the personnel
during the experiment to prevent the loss of dust particles, and
the glass sheets are handled using experimental tweezers.

Step 6. Eq. (22) is used to determine the weight differences of
panels 1#, 3#, 5#, and 7# to obtain the daily accumulated dust
weight.

Step 7. The above steps are repeated to record the daily and
accumulated dust weight of the glass sheets.

3.2. Performance indices

The data recorded by the monitoring system are used to train
and verify the model. The relative error, root mean square error
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Fig. 3. The experimental platform for dust weight measurement and meteorological data monitoring.
Fig. 4. Experimental equipment.
NRMSE), and mean absolute percentage error (MAPE) are used
o evaluate the performance. They are defined as follows:

=
|yn − ŷn|

yn
(23)

RMSE =

√ N∑
n=1

(y(n) − ŷ(n))2

Nσ 2 (24)

APE =
1
N

N∑
n=1

⏐⏐⏐⏐ ŷ(n) − y(n)
y(n)

⏐⏐⏐⏐ × 100% (25)

. Results

.1. Installation angle

The data monitoring system is deployed on the roof of a
niversity building in Jilin, China. The dust accumulation is af-
ected by the wind speed, wind direction, and particle concentra-
ion. The effects of different installation angles on the daily and
ccumulated dust weights on the PV panels are shown in Fig. 5.
5

The weight of the daily dust accumulation is higher for the
PV panels with an angle of 0◦ than 45◦. The difference in the
accumulated weight between the panels with the two angles is
small at the beginning of dust accumulation. In an area with little
rainfall, more dust is accumulated on a panel with an angle of
0◦ than 45◦. If it rains, the dust weight will decrease, or all the
dust will be washed off. The smaller the installation angle, the
more dust is accumulated. Part of the dust is blown off by the
wind, especially if the wind is blowing in a horizontal direction
and the installation angle is small. Dust is affected by the rain.
PV panels with a larger installation angle are more likely to be
washed clean, and PV panels with a smaller installation angle are
more likely to have rain spots.

4.2. Correlation analysis

Since the dust weights are similar at different angles, the
Pearson correlation coefficient [32] is used to analyze the rela-
tionship between dust accumulation and environmental factors.
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Fig. 5. The daily and accumulated dust weights on PV panels with different installation angles.
Fig. 6. The results of the correlation analysis between the dust accumulation and environmental factors.
he Pearson correlation coefficient is defined as follows:

=

t∑
j=1

(xj − x̄)(pj − p̄)√ t∑
j=1

(xj − x̄)2 ·

t∑
j=1

(pj − p̄)2

(26)

here xj and pj are the jth sample point for x and p, and x̄ and p̄
are the mean values of t samples for x and p, respectively.

It is observed in Fig. 6 that the PM is the dominant fac-
tor affecting dust deposition. PM10 has the largest correlation
coefficient r (0.48), and the coefficient of PM2.5 is 0.38. This
result indicates that larger dust particles are more susceptible to
deposition. The wind speed and wind direction affect the dust
deposition on the PV panels, but their correlation coefficients are

small (0.05 and 0.12, respectively). The air humidity and rainfall

6

are negatively correlated with the dust weight, and the rainfall
has a higher correlation coefficient. The experimental results
show that the dust is completely removed from the PV panel
when the rainfall amount exceeds 40 mm/h.

4.3. Optimization results

The data obtained from the monitoring system are used for
training and verification of the proposed model. Ambient tem-
perature is selected to analyze the optimization performance of
the proposed algorithm. In order to prove the effectiveness of AC-
PIO, particle swarm optimization (PSO) algorithm [37], genetic
algorithm (GA) [38] and original PIO algorithm [33] are used
to forecast with the same dataset. The training sample size is
1500, the initial sample size is 50, the predicted sample size
is 100, and the reservoir size of the DESN is 80. The number
of pigeons is 50, the particle dimension is 3, R is 0.3, and the

maximum iteration step number is 50. To avoid the effects of
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Fig. 7. Prediction results and iterative curves of four optimization methods.
Table 2
Comparison results of AC-PIO algorithm with different R.
Cases Map and compass

factors (R)
RMSE MAPE (%) Relative error (e)

1 0.1 0.86539 11.70003 0.08369
2 0.3 0.68628 6.48814 0.04591
3 0.5 0.78053 11.20039 0.09033
4 0.7 1.02079 12.72392 0.09828
5 0.9 1.21511 15.42400 0.12235

random initialization of parameters, each experiment is repeated
5 times and the average is chosen as the result. The validation
performances of four methods are shown in Fig. 7.

It can be seen that the prediction results of AC-PIO algorithm
re essentially coincident with the target, and its prediction abil-
ty is much higher than other models. Fig. 7(b) exhibits the
elative errors of every algorithm within 48 days, and it can
e clearly learned that the average relative error of AC-PIO is
he smallest, reaching 0.03735. Fig. 7(c) indicates that AC-PIO
chieves the smallest RMSE within 27th iterations.
To further validate the performance of the proposed method,

he AC-PIO given different map and compass factors R are im-
plemented for the comparison. When the reservoir size of DESN
is 80, the comparison results of AC-PIO algorithm with different
map and compass factors are listed in Table 2.

Table 2 presents the prediction performance of ambient tem-
peratures with different map and compass factors. Within the
five cases, R = 0.3 shows the best performance with 0.68628,
6.48814%, and 0.04591 of RMSE, MAPE, and relative error, re-
spectively. In this study, AC strategy is introduced to improve
the diversity of pigeon population. In fact, there is no regularity
in the selection of parameters in PIO algorithm, and trial and
7

error method is usually used to obtain the appropriate initial
value. In the future, we will analyze the relationship between
the parameters selection of AC-PIO and the prediction accuracy
to achieve higher performance.

4.4. Environmental prediction results

A prediction model with excellent performance is crucial to
provide accurate environmental information. Irrelevant variables
are eliminated, and those with the greatest influence on dust
accumulation are retained. In order to further evaluate the per-
formance of AC-PIO-DESN, three other ESN models are selected
for performance comparisons, including ESN [31], Leaky-ESN [39],
and DESN [32]. Similarly, each experiment is repeated 5 times,
and the average value is chosen as the result. The same training
and test samples are used, and the RMSE, NRMSE, and MAPE
are used as performance indicators. The prediction results of the
different methods are listed in Table 3.

The results show that the AC-PIO-DESN has higher utilization
of the output information and higher prediction accuracy than
the other three methods due to the delay output and parameters
optimization. Leaky-ESN and DESN models consider the delay
characteristics of the reservoir, and the predicted results are
generally higher than that of the ESN. The AC-PIO-DESN has the
smallest NRMSE. Since it uses the PIO to optimize the DESN
parameters, better results are obtained for predicting the amount
of PM2.5 and PM10, with NRMSE values of 0.11686 and 0.23564,
respectively.

The predicted humidity, irradiance, PM2.5, and PM10 for the
four methods are shown in Fig. 8.

A small deviation is observed between the prediction results
of the four methods and the experimental. The prediction results
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Table 3
Comparison of the prediction results for different methods.
Cases Methods Optimized parameters Reservoir size (N) RMSE Training NRMSE Testing NRMSE

a γ sin

Humidity

ESN [31] – 0.52768 0.18545 80 5.95515 0.29915 0.33039
Leaky-ESN [39] 0.65251 0.66864 6.51453 80 6.51453 0.32725 0.36142
DESN [32] 0.44251 0.59410 0.28335 80 5.17671 0.26005 0.28720
AC-PIO-DESN 0.30137 0.61341 0.13021 80 3.63109 0.18241 0.20145

Irradiance

ESN [31] – 0.56865 0.08572 80 13.60189 0.19774 0.23071
Leaky-ESN [39] 0.33362 0.42511 0.02479 80 11.32143 0.15224 0.19203
DESN [32] 0.50387 0.47196 0.09594 80 5.08796 0.06876 0.08630
AC-PIO-DESN 0.67627 0.27485 0.09976 80 4.55919 0.05478 0.07733

PM2.5

ESN [31] – 0.72545 0.13179 80 4.51470 0.23365 0.25598
Leaky-ESN [39] 0.96124 0.23731 0.19519 80 4.22026 0.19656 0.23928
DESN [32] 0.42630 0.40599 0.15788 80 2.63813 0.12571 0.14958
AC-PIO-DESN 0.12866 0.02843 0.14877 80 2.06109 0.09338 0.11686

PM10

ESN [31] – 0.38199 0.97813 80 10.29279 0.35243 0.37188
Leaky-ESN [39] 0.59787 0.33647 0.10935 80 8.16623 0.26115 0.29505
DESN [32] 0.42714 0.21893 0.07516 80 7.15628 0.22451 0.25856
AC-PIO-DESN 0.11322 0.12469 0.07119 80 6.52209 0.22684 0.23564
Fig. 8. Prediction results of the four methods.
of the humidity are the most accurate and the data consistency
is the highest. The prediction results are the worst for PM10,
although the trends are similar, but the accuracy is low. The AC-
PIO-DESN has the smallest deviation from the experimental data
for the meteorological and air quality data. The box plots of the
relative errors are shown in Fig. 9.

The AC-PIO-DESN method has the lowest average error and
the fewest outliers, making it the most suitable prediction
method for practical applications. The comparison of the MAPEs
of the four methods is shown in Fig. 10.

The results indicate that the humidity is stable and has the
highest prediction accuracy. The MAPE of AC-PIO-DESN is
4.0743%, which is 1.80 times lower than that of the ESN, 1.64
times lower than that of the Leaky-ESN, and 1.44 times lower
than that of the DESN. However, the prediction accuracy of ESN,
Leaky-ESN, and DESN for PM10 and PM2.5 is relatively low,
indicating that the particle concentration in the air is unstable.
The average MAPE of four environmental parameters is about
8.0084%. The AC-PIO-DESN has the highest prediction accuracy,
8

with an MAPE of 10.6231% and 12.8402% for PM2.5 and PM10,
respectively. The AC-PIO-DESN provides the highest accuracy for
the four parameters, with a MAPE that is nearly 2 times lower
than that of the ESN.

4.5. Dust prediction results

For the verification of the accuracy of the proposed dust pre-
diction method, the PV panel installed at an angle of 45◦ is
used. The 24-hour average value of environmental parameters is
taken as the daily value. The input time scale of the daily dust
prediction model is day. The model inputs are meteorological
and air quality data, including temperature, humidity, irradiance,
PM2.5, and PM10, and the model output is dust concentration.
The measurement experiment of dust weight is conducted with-
out rain. The training sample size is 1500, and the initial sample
size is 50. Based on the predicted results for PM2.5 and PM10,
Eq. (20) is used to obtain the dust concentration, and Eq. (21) is
used to obtain the PV power loss. The source of dust is presumed
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Fig. 9. Relative errors of the four methods.
Fig. 10. The comparison of the MAPEs of the four methods.

to be particulate matter in the air. Similar to [35], deposition
velocity is used instead of the deposition rate. vPM10 and vPM2.5
are 0.4 cm/s and 0.09 cm/s, respectively. The comparison results
between the actual and predicted values are shown in Fig. 11.

The results reveal that the overall prediction accuracy of the
daily dust prediction model is relatively high, with an average
relative error of 20.25% and a wide fluctuation range from 0.65%
to 54%. However, dust accumulation on the surface of PV panels is
a complex process, which is affected by many external factors. As
for Coello’s model [39], the neglect of the effect of wind may be
an important factor affecting the prediction accuracy. According
to the prediction results, the power loss of PV system due to
dust accumulation can be obtained from 15.80% to 19.69%, which
indicates that dust accumulation has a serious impact on the PV
output performance. Moreover, unreasonable cleaning frequency
9

will affect the overall income of the PV power station. Therefore,
accurate prediction of dust concentration and data support for
formulation of PV system cleaning and maintenance strategies are
of great significance.

5. Conclusions

This paper proposed a novel dust deposition prediction
method for PV panels based on AC-PIO-DESN. An experimental
platform for dust weight measurements of PV panels was de-
veloped to verify the effectiveness of the proposed method. The
correlation between meteorological and air quality data and the
dust accumulation on PV panels with 0◦ and 45◦ installation
angles were analyzed. Humidity, irradiance, PM2.5, and PM10
were used to predict the dust concentration and PV power loss.

The main conclusions are summarized as follows:

1. PM10 and PM2.5 were the main factors affecting dust
deposition, with correlation coefficients of 0.48 and 0.38,
respectively. When the rainfall exceeded 40 mm/h, the dust
was completely removed from the PV panels.

2. The AC-PIO-DESN model had higher prediction perfor-
mance than the ESN, Leaky-ESN, and DESN models and
better matched the actual characteristics of the four en-
vironmental parameters, providing an average MAPE of
8.0084%.

3. With the relative error of the daily dust prediction model
between 0.65% and 54%, the proposed method can provide
data support for cleaning operation and maintenance of PV
field as well as grid connection scheduling.

Although the proposed method provided excellent results for
predicting the dust accumulation on PV panels, the environmen-
tal variables and the dust types are highly variable in practical
applications. In a future study, we will consider additional factors
related to dust accumulation to improve the model’s accuracy.
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Fig. 11. Comparison of actual results and predicted results.
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