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Abstract—Multiple Traveling Salesmen Problem (MTSP) is an
extended version of the popular traveling salesman problem. In
MTSP there are m salesmen that should travel n cities with
minimum cost (distance). All the salesmen start their trips from
a depot city and back to the same city, each city must be
visited once. MTSP is an optimization problem that researchers
tried to solve using meta-heuristic algorithms. In this paper, a
discrete pigeon inspired optimizer is proposed to solve MTSP. The
proposed algorithm evaluated using five instances from TSPLIB
benchmark and compared its results with four algorithms from
state-of-the-art. The results indicate that the proposed algorithm
outperformed the examined algorithms in most cases.

Index Terms—Multiple Travelling Salesmen Problem, Pigeon
Inspired Optimizer, TSPLIB

I. INTRODUCTION

The traveling salesman problem (TSP) is an optimization
concept that is aimed at finding the shortest route that visits
every city exactly once and back to the starting point. It
tries to answer the question that given a list of cities and
the distance between two neighboring cities, then what is the
shortest route incurs less cost and time [1]. TSP is an NP-
hard problem notably due to the complexity of finding the
route with the minimum cost possible, as well, as the time
takes to arrive at the solution. The majority of the solutions
to TSP are obtained using meta-heuristics algorithms notably
Ant Colony, Genetic Algorithm, particle swarm optimization,
and simulated annealing among others [2]. TSP is applied in a
variety of fields including planning, manufacturing, logistics,
and transport [1].
Multiple Travelling Salesmen Problem (MTSP) is an extension
of the TSP concept whereby several salesmen are expected to
visit at least one city once. MTSP stipulates that m salesmen
must visit n cities at least once. The objective of MTSP is
to minimize the overall cost of the route taken by all the
salesmen [3]. Regardless of the individual routes taken by
each salesman, the final destination must be the same. The
MTSP concept is comparatively harder than TSP in the fact
that the former can involve a fixed or non-fixed number of
routes and destinations while the latter requires the salesman
to use a fixed route to reach a fixed destination [3]. Similar
to TSP, MTSP is an NP-complete problem that is solved
using evolutionary computing techniques. MTSP is also solved
using the same category of algorithms used to solve the TSP

approach.
The complex nature of TSP and MTSP makes it extremely
difficult to be solved using traditional computing methods,
which makes it appropriate to use meta-heuristics algorithms
to obtain relevant solutions [4]. Meta-heuristics algorithms
are characterized by optimization assumptions and are thus
designed to provide a solution to wide range of problems. In
other words, meta-heuristics algorithms are not restricted to
finding a perfect solution but rather perform optimization to
obtain a near-perfect solution [5]. Meta-heuristic algorithms
can be placed into several categories includes nature-inspired,
population-based, memetic, hybrid, local search-based, and
global search-based among others. The majority of meta-
heuristic algorithms use popular optimization techniques such
as natural selection, natural evolution, cooperation, commu-
nication, and neighborhood search [6]. Meta-heuristics algo-
rithms use these concepts to improve the process of building
an optimal route with the minimum cost possible.
The rest of this paper is organized as follows: Section II
reviews the related works, Section III presents the proposed al-
gorithm for solving MTSP, Section IV discusses the conducted
results and Section V concludes the paper.

II. RELATED WORKS

Hosseinabadi et al proposed the development of a novel
approach that uses a combination of hybrid meta-heuristics
algorithms [7]. The framework uses both the Gravitational
Emulation Local Search (GELS) and the Genetic Algorithm
(GA) to solve the MTSP. The GELS-GA hybrid algorithm
uses both the public and local searches to optimize the route
selection and cost minimization processes. The experimental
setup is aimed at evaluating and comparing the performance
levels of GELS-GA against other meta-heuristics algorithms
notably Ant colony Optimization (ACO) and Particle Swarm
Optimization (PSO). The experimental results indicate that
GELS-GA improves the computation time by 11% and route
minimization by 27% when used to solve the MTSP.
Xu et al proposed and designed TPHA, which is a two-phase
heuristic algorithm used to solve the MTSP [8]. The solution
utilizes a combination of two algorithms; a k-means algorithm
for grouping cities into clusters and GA for route planning.
Further, the approach uses the concept of the roulette wheel
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in combination with the elitist strategy to optimize the route
selection process. The main objective of using the TPHA
approach is to optimize the location of visitors using a
GPS-enabled mobile guide system. TPHA used improved
versions of both the k-means clustering and GA algorithms
to implement workload balance. The results are compared
with other GA algorithms notably ACO. The TPHA manages
to compute the total route taken by tourists to 150.7 Km
compared to 159.4 Km for the GA algorithm.
Harrath et al managed to develop a novel hybrid approach
known as AC2OptGA that uses a combination of three
metaheuristics algorithms to solve the MTSP [9]. The
approach uses a modified version of ACO, 2-Opt, as well
as the GA. In the proposed approach, ACO is used for
the generation of route solutions while 2-Opt is used for
enhancing the generated solutions. Additionally, the GA is
used to make further quality enhancements for the route
solutions. Similar to the GELS-GA algorithm the basis of
using three algorithms are motivated by the need to utilize
both local and public searches. The experimental results are
evaluated using several MTSP benchmarks with the outcome
indicating the AC2OptGA outperforms both M-GELS and
NMACO.
Modified GELS (M-GELS) is another novel approach that
uses the combination of heuristics and concepts of physics
to solve the symmetric MTSP. In this context, M-GELS
use the local search concepts as well as gravitation, and
velocity to improve performance [10]. The performance level
of M-GELS depends on how fast the number of possible
solutions can be generated. The algorithm uses three main
parameters notably the maximum velocity, a radius of the
vector space, and the number of iterations used to generate
optimal routes. The results from the experimental setup are
then compared to other optimization algorithms (ACO and
SW+ ASelite). M-GELS produces a 13.7% improvement
ration in terms of the distance covered and time taken to
generate the required routes.
Yousefikhoshbakht, Didehvar, and Rahmati propose the
development of a new and improved ACO (NMACO) that is
used to solve the MTSP [11]. The proposed algorithm is aimed
at addressing the weaknesses of ACO as evident is the low
speed of computation as well as lack of global convergence.
NMACO is enhanced using the 2-Opt algorithm, as well as,
swap and optimization techniques. Unlike traditional ACO,
NMACO utilizes a global search to optimize the process
of obtaining the best solution. NMACO also makes it easy
to create new lists and update the existing pheromones
thus improving performance. The experimental results are
then evaluated and compared against other meta-heuristics
algorithms with the outcome indicating that NMACO
produces superior quality compared to the classic ACO.
The framework developed by Shuai, Yunfeg, and Kai utilizes
the combination of mutation and crossover to optimize and
solve the MTSP [12]. The approach uses the NSGA-II
framework to obtain a working balance between the route
taken and the distance covered by a salesman. The algorithm

uses the mutation function to maintain the search process
within the local search while the crossover function is used
to optimize the convergence process. When the performance
levels are evaluated using several MTSP benchmarks, it is
evident that the NSGA-II framework produces better results
compared to state-of-the-art nature-inspired algorithms like
ACO, P-ACO, and MACS [11].
In [13] a proposed approach for solving MTSP use modified
versions of particle swarm optimization (PSO) algorithm have
been introduced. The modified algorithms include APSO
and HAPSO whereby the former utilizes the 2-Opt concept
while the latter is based on greedy search functionality. The
objective is aimed at evaluating the relative performance
capabilities between the two modified versions of PSO. The
experimental results are further compared with ACO and
GA based on five MTSP benchmarks. Eventually, the results
indicate that the performance level of HAPSO is slightly
superior compared to APSO.

III. PROPOSED DISCRETE PIGEON INSPIRED OPTIMIZER
FOR SOLVING MTSP

In this section, a proposed discrete pigeon inspired
optimizer for solving multiple TSP is introduced. The
proposed algorithm considers finding the shortest path for
traveling salesmen’s overall trips while maintaining a balanced
load between all salesmen trips. Pigeon inspired optimizer
is a meta-heuristic algorithm inspired by the pigeon homing
behavior that has been used in the first and second wars to
carry messages. Pigeon inspired optimizer have been used by
researchers to solve optimization problems such as air robot
path planning [14], target detection [15], image restoration
[16], feature selection [17] and many others [18]–[20].
Pigeon homing skills have been derived from two main
operators: map and compass, and landmark operators. The
homing skills of pigeon come from little magnetic particles
located in its peak that give it the ability to find their way
around. Also, the pigeon used the altitude of the sun as a
compass to adjust its direction.

A. Solution Representation

The solution is represented by a one-dimensional array,
where the length of the solution equal to the number of the
cities. The value of each index represents the city id. The so-
lution will be divided into multiple parts based on the number
of salesmen, where each salesman will take a consecutive part
of the solution. All salesmen trips will start from the same
source and back to the same starting point. In this way, we
assure you that all the salesmen take approximately the same
load (number of cities). Fig. 1 shows an example of a solution
representation for 10 cities. According to Fig. 1, the tour of
salesman 1 is (source −→ 4 −→ 2 −→ 1 −→ source), the tour of
salesman 2 is (source −→ 7 −→ 5 −→ 3 −→ source), and the tour
of salesman 3 is (source −→ 6 −→ 8 −→ 10 −→ 9 −→ source).
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Fig. 1. An example of solution representation.

Fig. 2. White pigeons adjust their flying position toward the black one using
map and compass operator [17].

B. Fitness Function

The fitness function is used to evaluate the quality of each
pigeon (solution). The fitness value is based on the total
distance of all salesmen trips. Equation 1 represents the fitness
function used in this paper, where S represent the salesman
trip, and Equation 2 present the euclidean distance used to
calculate the distance between two cities.

FitnessFunction =
∑

Distance(S1, S2, ...Sn) (1)

Distance =
√
(x2 − x1)2 + (y2 − y1)2 (2)

C. Mathematical Model

The mathematical model of Pigeon Inspired Optimizer
(PIO) can be expressed by two main operators as follows [14]:

• Map and Compass operator
Pigeons adjust their direction by relying on the sun
altitude and the perception of the shape of the earth as
a compass. The rules of this operator are defined by
position Xi and velocity Vi of pigeon i. The velocity
of each pigeon is updated using Equation 3, while the
position is updated using a Sigmoid transfer function
since the PIO is designed to solve a continuous problem
and MTSP is a discrete problem. The Sigmoid function
is used to discretize the PIO algorithm. Fig.2 visualize
the map and compass operator, where the black pigeon
is the best global pigeon Xg , and all other pigeons move
toward it.

Vi(t+ 1) = Vi(t).e
−Rt + rand.(Xg −Xi(t)) (3)

where the R is the map and compass factor, and Xg

is the position of the global best pigeon, which can be
calculated by comparing all pigeon fitness value regarding
a target fitness function.
Based on the Sigmoid value calculated by Equation 4 the
position of each pigeon will be updated in D-dimensional
space with a percentage of S(Vi(t)) from the global best
pigeon.

S(Vi(t)) =
1

1 + e
−vi
2

(4)

Fig. 3 illustrates how the pigeon position will be updated
in each iteration based on the S(Vi) value. For example,
suppose the S(Vi) value for pigeon i were 0.3, this mean
that the pigeon i will move toward the global best pigeon
Xg by a percentage of 0.3. As Fig. 3 shows that the
solution contains 10 cities, then pigeon i will take 0.3 ∗
10 = 3 cities for Xg . During the updating process, the
city id should be unique in the solution (replication is not
allowed). for that, the rest of Xi(t) solution will be taken
and double check if one of the city already taken from
Xg , then the values will be filled from the mirror part of
solution in a consecutive manner as shown in Fig.3.

• Landmark operator
Pigeons rely on their landmark neighboring when they
get close to their destination. To formulate the landmark
operator mathematically, the pigeons or solutions ordered
in non-increasing order based on their fitness value.
Only half the number of the pigeon participates in each
iteration to calculate the desirable destination Xc.
Equation 5 illustrates the number of pigeon in each gen-
eration, where t represents the current iteration. Equation
6 presents the desirable destination calculation. All the
solutions will be updated or move toward the desired
destination Xc as illustrated in Equation 7.

Np(t+ 1) =
Np(t)

2
(5)

Xc(t+ 1) =

∑
Xi(t+ 1).F itness(Xi(t+ 1))

Np

∑
Fitness(Xi(t+ 1)

(6)

Xi(t+ 1) = Xi(t) + rand.(Xc(t+ 1)−Xi(t)) (7)

IV. RESULTS AND DISCUSSION

In this section, the results of the proposed algorithm are
presented and compared with the results of the selected algo-
rithms presented in [13]. To evaluate the proposed algorithm,
five instances from TSPLIb presented in Table I were chosen,
which the same instances used by [13] with their optimal
solutions. The first city in each instance was chosen to be
the depot city.
The algorithms compared to the proposed discrete PIO are
the Genetic Algorithm (GA),ACO ,APSO and HPSO [13]. All
the examined algorithms evaluated using a different number
of salesmen (two, three and four salesmen).
Table II presents the parameter setting used for PIO. While

Table III illustrates the results for all examined algorithms on
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Fig. 3. Example on updating the pigeon position Xi.

TABLE I
TSP INSTANCES FROM TSPLIB [21]

# Instance Number of cities Optimal Solution
1 rat99 99 1211
2 att48 48 10628
3 bier127 127 118282
4 pr76 76 108159
5 berlin52 52 7542

five instances from the TSPLIb. According to Table III it is
clear that the proposed PIO for solving MTSP outperformed
all examined algorithms in most cases. Using two salesmen
the PIO achieved the best results on five selected instances,
and has results close to optimal especially on ”berlin52” were
the distance for all two salesmen were 7651 and the optimal
solution for this instance is 7542.
For three salesmen experiment, also the PIO achieved the best
results among the other examined algorithm, but it is clear that
the distance of three salesmen trips is longer than the trips of
two salesmen. This can be thought of as a trade-off between
the distance and the required time to travel to the cities. So,
using more salesmen will increase the overall distance trips
but it will cut the time.
The last part of the table presents the results of four salesmen
experiment. As the results show that the ant colony optimizer
has better results in two instances: ”att48” and ”berlin52”
respectively. While the PIO has better results in the rest
instances. Here, we can notice that the overall distance is larger
than both experiments three salesmen and two salesmen.

V. CONCLUSION

Multiple traveling salesman problem is an extended problem
of the traditional traveling salesman problem. Where the
scenario consists of more than one salesman that has to travel
over many cities with the lowest cost as possible. In this paper,
a discrete PIO algorithm is proposed to solve the multiple
salesmen problem. The PIO algorithm mimics the homing skill

TABLE II
PIO PARAMETERS SETTINGS.

Parameter Value
Number of Pigeons (Np) 128

Map and Compass Factor (R) 0.09
Number of Iterations 300
Number of Salesmen (2, 3 and 4)

Initial Velocity for pigeon i (Vi) Rand (0,1)

of pigeon for finding their homeland. The proposed algorithm
evaluated and compared with four algorithms from state-of-
the-art works namely GA, APSO, HPSO, and ACO. All the
examined algorithms used to solve five instances from the
TSPLIB using several numbers of salesmen (three, four and
five). The proposed algorithm outperforms all other examined
algorithms in most TSPLIB instances and scenarios.
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