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Incipient Fault Diagnosis for High-Speed Train
Traction Systems via Stacked Generalization

Zehui Mao

Abstract—Diagnosing the fault as early as possible is significant
to guarantee the safety and reliability of the high-speed train.
Incipient fault always makes the monitored signals deviate from
their normal values, which may lead to serious consequences
gradually. Due to the obscure early stage symptoms, incipient
faults are difficult to detect. This article develops a stacked gen-
eralization (stacking)-based incipient fault diagnosis scheme for
the traction system of high-speed trains. To extract the fault
feature from the faulty data signals, which are similar to the
normal ones, the extreme gradient boosting (XGBoost), random
forest (RF), extra trees (ET), and light gradient boosting machine
(LightGBM) are chosen as the base estimators in the first layer
of the stacking. Then, the logistic regression (LR) is taken as
the meta estimator in the second layer to integrate the results
from the base estimators for fault classification. Thanks to the
generalization ability of stacking, the incipient fault diagnosis
performance of the proposed stacking-based method is better
than that of the single model (XGBoost, RF, ET, and LightGBM),
although they can be used to detect the incipient faults, sep-
arately. Moreover, to find out the optimal hyperparameters of
the base estimators, a swarm intelligent optimization algorithm,
pigeon-inspired optimization (PIO), is employed. The proposed
method is tested on a semiphysical platform of the CRH2 trac-
tion system in CRRC Zhuzhou Locomotive Company Ltd. The
results show that the fault diagnosis rate of the proposed scheme
is over 96%.

Index Terms—Fault diagnosis, high-speed train, incip-
ient faults, pigeon-inspired optimization (PIO), stacked
generalization.

I. INTRODUCTION

UE TO high speed, loading capacities, and the ability
to stay on schedule, high-speed trains have presently
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become one of the most important forms of transportation.
To guarantee the safety and reliability of these railway trans-
portation systems, the intelligent control strategies with the
advanced automatic train control (ATC) system have motivated
considerable research during the past few decades (see [1]-
[5]). However, owing to the harsh operating environment and
with the running time increasing, various types of faults may
inevitably occur in the high-speed train, which may reduce the
operational efficiency and even threaten the safety of trains and
passengers. The fault detection, diagnosis, and fault-tolerant
control technologies for high-speed trains play a pivotal role in
the modern and intelligent transportation system (see [6]—[9]).

Regarded as the heart of the high-speed train, the traction
system provides traction power for the entire system. The
faults in the traction system may appear in different loca-
tions, such as motor, converters, control units, sensors, and so
on [10]. These faults can affect the effectiveness of traction
force, and result in reduction of speed or may even stop the
train. The existing fault diagnosis methods for high-speed train
traction systems can be classified into two major categories:
1) mathematical model-based and 2) data-based methods.
Model-based fault diagnosis methods are continuously emerg-
ing in recent years, such as adaptive techniques [11]-[13] and
sliding-mode observer [14]-[16]. It should be noted that the
model-based methods acquire the priori knowledge and fault
models [17], [18]. Unlike model-based methods, data-based
fault diagnosis approaches are independent of the mathemat-
ical modeling, and can be realized by analyzing the large
amounts of processed data. Due to the ease of implementation,
some results for traction systems using data-based methods can
be obtained [19]-[21]. Considering that the traction system is a
closed-loop system with multiple coupling and complex fault
propagation, it is difficult to identify the faults with higher
accuracy, which motivates us to study the data-driven-based
fault diagnosis methods for high-speed train traction systems.

On the other hand, the electrical components (i.e., capaci-
tance, resistance, etc.) in the traction system always degenerate
with time and could accelerate degradation under the harsh
environment, which is considered as the incipient faults in
the fault diagnosis field. Incipient faults refer to those whose
amplitudes are small and symptoms are obscure especially in
early stage [22]. Compared with the relatively obvious fea-
tures of a serious fault, the weak features of incipient fault are
easily hidden in the time-varying process [23]. Furthermore,
the intrinsic fault tolerance ability of controllers also increases
the difficulty of diagnosing the incipient faults [24]. Until now,
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there has been some research on the incipient fault diagnosis
for high-speed trains. In [25], a moving window is introduced
into the kernel principal component analysis (PCA) model,
and new fault detection indices with their control limits are
proposed to achieve fault detection, isolation, and estimation.
In [26], three tools, including: 1) SVM; 2) convolutional; and
3) recurrent networks, are compared to diagnosis incipient
faults of a dc motor. In [27], a deep PCA-based method is
proposed to diagnose incipient faults of sensors. However, the
PCA-based methods require data to obey the Gaussian dis-
tribution, while the data of the traction system cannot satisfy
the Gaussian distribution. Moreover, some methods can detect
the incipient fault but not diagnose the fault type, and perhaps
cannot achieve high precision. The incipient fault diagnosis
problem is not fully studied and needs more attention.

Stacked generalization (Stacking), as a kind of ensemble
learning method [28], can combine the best hypotheses of dif-
ferent date-driven/machine-learning models, which might be
an ideal technique to archive the incipient fault diagnosis and
improve the diagnosis performance. It has been proved that the
classification accuracy of the stacking model is always better
than that of the best individual classifier in the entire stacking
model [29], [30]. Although many fields, such as imaging pro-
cessing, hyperspectral data classification, and steel structures
optimization, have benefitted from the stacking method [31], few
applications on fault detection and diagnosis have been reported.

Considering the difficulty of diagnosing incipient fault
by single machine-learning algorithms, we will propose a
stacking-based incipient fault diagnosis scheme for the trac-
tion system of high-speed trains. The main contributions of
this work include the following.

1) A stacking-based incipient fault diagnosis scheme is
proposed, in which four different machine-learning mod-
els, that is, extreme gradient boosting (XGBoost), ran-
dom forest (RF), extra trees (ET), and light gradient
boosting machine (LightGBM), are combined as base
estimators in the first layer of the stacking model to
deeply mine the fault features, and generated fault fea-
tures are classified by the meta estimator in the second
level to reduce variance and improve generalization
accuracy.

2) In order to simplify the hyperparameters tuning pro-
cess, the pigeon-inspired optimization (PIO) algorithm
is applied to search the optimal hyperparameters for
the base estimators. Furthermore, the proposed incipi-
ent fault diagnosis scheme is verified by the data from
a semiphysical platform of the CRH2 traction system
in CRRC Zhuzhou Locomotive Company Ltd. (see [32]
and [33]).

The remainder of this article is organized as follows.
Section II introduces the traction system, presents the descrip-
tion of incipient faults, and illustrates the fault types.
Section III describes the structure and principle of stacked
generalization and introduces the PIO algorithm. Section IV
proposes the incipient fault diagnosis scheme via stacking and
PIO algorithm, and summarizes the fault diagnosis process.
Section V presents the experimental results, and conclusions
of this work are remarked in Section VI.
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II. PROBLEM FORMULATION

This section briefly introduces the traction system of high-
speed train and shows the incipient faults in this system. Then,
the incipient fault diagnosis problem is formulated with the
design objective.

A. Incipient Fault in Traction System

The traction system provides the power for high-speed train,
which includes the pantograph, transformer, inverter, rectifier,
intermediate dc circuit, three-phase asynchronous ac motor,
and so on. The traction system works under the strong current
and high voltage, such as, single-phase ac with 1500 V and
50 Hz, intermediate dc between 2600 and 3000 V, three-phase
ac with adjustable voltage 0-2300 V, and frequency 0-220 Hz.
The rigorous operating condition leads to the degradation fault
of the electrical components, that is, the incipient fault. The
incipient fault has a small amplitude and has characteristics
of early changing and slow developing, which can deteriorate
with time into something more serious.

For the traction system of high-speed trains, the incipient
faults easily occur in the current sensors, speed sensors, resis-
tance, capacitance, insulated-gate bipolar transistor (IGBT),
and induction motor. Generally, the incipient faults can be
divided into two types: 1) the incipient abrupt fault and
2) incipient time-varying fault [22]. The difference between
an incipient abrupt fault and a common abrupt fault lies in
the gain percent of deviation. Compared with the actual value
under normal conditions, the incipient fault signal is quite
small, which ranges from 1% to 10% [23]. For example, when
the current sensors have the incipient faults with fixed devi-
ations, the measurements of sensors deviate from the actual
values by slight bias. This bias could lead to the change of
the system behavior, but could not result in instability [34].
The incipient fault of the current sensor can be formulated as

IF=L(+a), 0<a<0.1 (1)

where Iy is the current value of the faulty sensor, I, is the
health current value, and « is a tiny bias of the current signal.

Besides, some components in the traction system, such as
the resistances and capacitances in the dc link, are highly sus-
ceptible to performance degradation. This kind of fault has
a small amplitude initially but may deteriorate with time into
something more serious, which is considered an incipient time-
varying fault. For example, the resistance degradation in the
dc link is expressed as

Rf=Rpe™™, 0<p<l )

where Ry is the faulty resistance value, Ry is the health
resistance value, and 1 represents the attenuation index of
resistance. The incipient time-varying fault usually manifests
as measurements of sensors to change slowly. As a conse-
quence, the single machine-learning model-based classifiers
can hardly accomplish the incipient fault diagnosis object.

B. Design Objective

For the CRH2 high-speed train, the traction system is
equipped with multiple sensors to monitor the operation state
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TABLE I
SENSOR SIGNALS

Symbol Description Units
I, Transformer current output A
Unet Grid voltage \'%
Uag1 Bridge voltage v
Ugo Bridge voltage A%

Toq Motor torque N*m
I, Three-phase ac output current A
Iy Three-phase ac output current A
1. Three-phase ac output current A

Wy Motor speed rpm

of the train [35]. As shown in Table I, the monitored signals
include the voltage of the grid U,,;; output current of trans-
former I,; two bridge voltages Uy; and Ugp; three-phase ac
current I, I, and I.; motor torque T,,; and motor speed W,.

In addition, the closed-loop control and coupling result in
the complex propagation path of incipient faults, which makes
it difficult to establish the faulty model of the entire traction
system. Thanks to the available signals shown in Table I, the
data-driven method can be used to design an incipient fault
diagnosis scheme independent of the mathematical model,
where the stacked generalization is chosen as the benchmark
method. Thus, the design objective of this article can be sum-
marized as a stacked generalization fault diagnosis that is to be
designed for the incipient faults of the traction systems, which
can deal with the low amplitude and obscure initial feature
problems, and be verified through the data from a semiphysi-
cal platform of the CRH2 traction system in CRRC Zhuzhou
Locomotive Company Ltd. (see [32] and [33]).

III. PRELIMINARIES

In this section, the structure of stacked generalization is
introduced with the methods for choosing the base learners
and metalearners. Moreover, to optimize the hyperparameters
in the base estimators, the PIO algorithm is employed.

A. Stacked Generalization

Stacked generalization is an ensemble machine-learning
method which contains two or more layers of different models
to achieve more excellent performance of classification [28]. In
the two-layer stacking structure, the models in the first layer,
called the base estimators, use the same target function to
obtain the best hypothesis. Then, the second layer called the
meta estimator, coordinates the balance among the hypothesis
generated from the first layer, and makes the final decision.
When the stacking model has more than two layers, the esti-
mators in middle layers use the hypothesis generated from the
previous layer, and also generate the hypothesis for the next
layer.

Different from traditional ensemble methods, such as
Adaboost and RF, stacking uses a meta estimator to integrate
the hypothesis from the base estimators, which is a nonlinear
fusion. In a stacking, the base estimator and meta estimator
can be any machine-learning models. In this article, a two-
layer stacking is used to construct the fault diagnosis scheme,
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in which the first layer is to obtain the obscure feature and the
second layer is to reduce the generalization error.

B. Estimators Selecting

It can directly be seen that the performance of the stacking
determines by the selection of base estimators and meta esti-
mators, which also affects the accuracy of the fault diagnosis.
The basic idea of stacking is to minimize the generalization
error rate by combining different estimators, which means the
base estimators should generate a diverse set of hypothesis,
and meta estimator should find out the best way to combine
the outputs hypothesis of base estimators [36]. The higher the
output diversity of base estimators, the stronger the gener-
alization ability of the stacking model. Therefore, the base
estimators should preferably be different from each other.
From this point and considering the obscure fault features, var-
ious base estimators are needed to obtain the weak features.
Here, four different and independent models for base estima-
tors are chosen as XGBoost (XGB) [37], RF [38], ET [39],
and LightGBM (LGB) [40], which construct the first layer of
the fault diagnosis stacking model.

As each model (XGB, RF, ET, and LGB) can achieve the
clarification, which means each model can diagnosis the faults
but the accuracy could not be satisfied, the meta estimator
must be designed to fuse the results of the base estimators to
optimize fault diagnosis. Furthermore, considering the compu-
tational cost and overfitting, the logistic regression (LR) model
is selected as the meta estimator.

From now on, the incipient fault diagnosis scheme is con-
structed by the stacked generalization, in which the XGB, RF,
ET, and LGB are combined as the base estimators to make
an initial decision, and the LR model is chosen as the meta
estimator to improve the accuracy.

C. Hyperparameters Searching via Pigeon-Inspired
Optimization

In the XGB, RF, ET, and LGB models, the hyperparam-
eters, which are always artificially chosen, indeed affect the
fault diagnosis performance. The hyperparameters in the four
single models include the number of estimators, max depths,
min samples leaf, etc., which are always chosen by experi-
ments and would not achieve the desired performance in a
short time. So, it motivates us to find an optimization algorithm
to decide these parameters. As the PIO algorithm is a swarm
intelligent optimization algorithm, which can quickly find the
optimal solution globally and overcome the difficulty of adjust-
ing hyperparameters manually, the PIO algorithm will be used
to optimize the hyperparameters of the stacking to achieve the
incipient fault diagnosis. The PIO is inspired by the homing
process of pigeons, in which the pigeons use two different
navigation mechanisms. Then, there are two operator models
corresponding to these two navigation mechanisms [41].

1) Map and Compass Operator: Pigeons sense the Earth’s

magnetic field and form a homing map in their mind.
They change directions according to the attitude of the
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sun. When they are close to the destination, they depend
less on the sun and magnetic particles.

2) Landmark Operator: Near the destination, pigeons rely
on the nearby landmarks for navigation. In this operator
model, pigeons familiar with the landmarks can move
straightly to their destination, whereas, pigeons who are
not familiar with the landmarks will follow the pigeons
who are familiar with landmarks.

When using PIO to optimize the hyperparameters, we take
the coordinate values of each pigeon in the D-dimensional
space as the values of the D different hyperparameters in a
model. The homing process can be regarded as the optimal
solution searching process, and the last remaining pigeon who
is closest to the destination represents the global optima.
Considering n pigeons, the position and velocity of the ith
pigeon can be described as

Zi = [zi1, 22, - - - » ZiD] 3)
Vi = [vit, vz, ..., vip] “4)
where 7 is the index of the pigeon, and i = 1,2,...,n, D

is the dimension of the search space of the hyperparame-
ters optimization. According to the map and compass operator
1), the position Z; and velocity V; are updated during every
iteration. The Z; and V; in the N th iteration are updated by

N Ne—1 — ¢ Ne—1
Ve = el RxNe rand-(ngest -7 ) o)
Ne _ 5Ne—1 Ne
ZNe = ZV 4y ©)
1

, fitnessmin (ZNC*1

1

fitness (Z;Vf]) +&
fitness (ZZNC_ ! ) ,

F(zfvl"l) -

(7N
fitnessmax (ZINC_I)
argmin [F (vaﬁ] )] , fitnesSmin (Zﬁvﬁ ! )

3
argmax [F (va"_ ! )] , fitnessmax (ZlN"_ 1)

Zgbest =

where N, =1,2, ..., N{?}a" is the current number of iteration,
Ng ™ is the maximum iteration in map and compass opera-
tor, R € [0, 1] is the map and compass factor, rand € [0, 1]
is a random number, F (ZIN" — 1) is the fitness value of each
pigeon in the N, — 1 iteration, fitness(-) is the fitness func-
tion, fitnessmin () means the target is to minimize the objective
function, and fitnesspyax(-) means the target is to maximize
the objective function. Zgpest is the global optimal position
obtained by comparing the fitness functions of all pigeons
after the N, — 1 iteration. When the maximum iteration num-
ber Ng** is reached, the operation of the map and compass
operator stops and the landmark operator works.

When the landmark operator 2) works, half of pigeons will
be left in every iteration. Those who are far away from their
destination will be abandoned, as they are not familiar with
the landmarks. In the N th iteration, the position Z; of the ith
pigeon is updated by

N pNe—1
n=— ©))

Zi=2)"" trand - (2 = Z7")

(10)

1
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where Zle_l and n™=! are the position Z; and the num-
ber of individuals at the (N, — 1)th iteration, N, = N{.‘l‘a" +
1,... ,Nlea", Ngzlax is the maximum iteration in the landmark
operator. The center position of the rest of the individuals in
the (N, — 1)th iteration will be considered as the landmark in
the next iteration. The center position Zéve‘n?elr is calculated by

Ne—1 5N.—1 Nc.—1
SRz R (2

A . (11)
ZAGD PRy CA

center —

Likewise, when the iteration reaches the maximum iteration
Ng™, the landmark operator stops operating. After that, all
hyperparameters of base estimators are searched and the best
models are obtained, which can be used to extract the features
of incipient faults.

IV. STACKED GENERALIZATION-BASED INCIPIENT
FAULT DIAGNOSIS

In this section, the incipient fault diagnosis scheme is
proposed using the stacking and PIO algorithm, whose overall
structure is depicted in Fig. 1. Using the training data X, the
base estimator models are constructed by the PIO. Then, the
constructed base estimator models are employed to generate
the new features from the training data X, which are used
to train the LR model of the meta estimator. The obtained
stacking model can achieve the incipient fault diagnosis as
the new data input. The details and process of each step in
the proposed incipient fault diagnosis scheme are illustrated
in the following sections.

A. Training Base Estimators With PIO

In order to obtain the optimal hypothesis of base estimators,
each model (XGB, RF, ET, and LGB) is trained using the
same data. The optimal hyperparameters are searched by PIO
as the following steps. First, the original data are divided into
training and testing datasets. After the preprocess, the training
data X € R™*" are divided into two subsets

3] € R

xn] c Rmx(n—nl)

(12)
13)

X1 = [xl,xz, ..
and X, = [xn1+1’xn1+2’ R

where m represents the number of variables, n represents the
number of samples, and n; represents the number of samples
in dataset X;. The data X; are treated as the training data
for each base estimator, while X, is used to generate the new
features for the meta estimator.

Constructed by the classification and regression trees
(CARTS), the base estimators (XGB, RF, ET, and LGB) have
the similar structures, which lead to the hyperparameters of
them being also similar. Generally, the hyperparameters of
these models are max depth, n estimators, colsample bytree,
and so on, which are summarized in Table II. hg represents
the hyperparameters, where p € {XGB, RF, ET, LGB} repre-
sents the different models of XGB, RF, ET, and LGB, and
d=1,2,...,D with D being the dimension of the solution
space of each model.

Here, we take the XGB model as an example to show how
the PIO search the optimal hyperparameters. The objective
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Fig. 1. Stacking-based fault diagnostics.

of the PIO is to obtain a set of hyperparameters hijGB =
[RGB, pXCB, pXCB pXCB pXGB pXGB] to maximize the fit-
ness value FXOB which is the accuracy of the cross-value
prediction of the XGB model. The training process of the
XGB model with PIO can be achieved by the algorithm in
Table III (Algorithm I).

B. Generation of New Features

As the base estimators are constructed, the training data X,
are put into the obtained base estimators and are marked as

Xy = [xn1+1,xnl+2, ... ,xn] e Rmx(n—n) (14)

where nj is the number of samples in Xj, and m is the
dimension of features.
For the ith sample x; € X», the output of the constructed

XGB model is a series of values [y}, y?, ..., yiTXGB]T
yi = fix)
i =hx)
TXGB __ f . 15
Vi = frxcs (Xi) (15)

where Txgp represents the number of CARTs in the XGB
model, and fi is the function of the kth CART. It should be
noted that the CART cannot output the probability values by
itself. Due to the need of the probability values for the meta
estimator, we use a sigmoid function (1/[1 + exp(—y)]), j =
1,2, ..., TxgB to normalize them into probability values, that
is, values between [0, 1].

TABLE I
HYPERPARAMETERS OF THE STACKING MODEL

Hyper-parameters Random Forest Extra Trees XGBoost LightGBM

n_estimators h‘}F h‘13T h>1<GB h]IGB
max_depths  hEF hET hXCB hLGB
learning_rate ~ — - hiGB hléGB
subsample - — hGB hLGB
colsample_bytree — - h>5<GB hIgGB
min_samples_leaf hl§F hgT _ _
min_child_weight — - h%(GB -
num_leaves - _ _ hléGB
Let xfP (/11 + exp(—yDD). (/11 +

L
exp(—y)D). ..., (1/[1 + exp(—y;*®)]" € R™cB. Then,
the new features extracted from X, can be denoted as

XGB __ 1,XGB GB XGB T: -
ool = [ 08, 08, . 5P €R xGBx(1=m) Then, the
features extracted from the base estimators can be denoted as
T
XGB RF ET LGB
Xnew = [Xnew ’ Xnew’ Xnew’ Xnew :| (16)

where XRE ¢ RTRex(n=m)  xET o RTErx(1=n1) " anq xLOB ¢
RTLGBx(=m) are the features generated from RE, ET, and LGB,
respectively. The feature X, will be used to train the meta

estimator for the fault recognition.

C. Fault Classification

The meta estimator works to classify the features Xyeyw from
the base estimators. Considering that the fault diagnosis is a
multiclassification problem, we choose the extended form of
LR as the meta estimator, in which the input vector should
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TABLE III
ALGORITHM OF PIO SEARCHING

Algorithm 1 The algorithm of PIO searching

Initialization
Set the initial values of n, R, N(';“I“" and Ng‘?“, with NE“;X > Né“lax
Initialize the velocity V; and position Z; of each pigeon randomly
Calculate fitness values F'(Z;) of each pigeon by Eq. (7)
Initialize Zgpest by Eq. (8)

Map and compass operations
Repeat

Update each pigeon’s velocity ViNC and position ZiNc by Egs. (5)-(6)
Evaluate fitness value F(Zi]VC), and update Zgpest by Egs. (7)-(8)
Ne=N.+1
Until
Nc = Ng*
Landmark operations
Repeat
Permute the position Z ZN e~ 1 of each individual in order of F/(Z ZN e~y
Retain half of the pigeons whose fitness values are higher
Update each pigeon’s position ZI.Nc by Eq. (10)
Evaluate F/(Z'), and update Zgpest by Egs. (7)-(8)

Ne = Ne+1
Until
Ne = NI

Output Zgpeg

be a set of probability values. For the ith sample x; € Xpew,
the label values of y; are {1,2,..., K}, where K is the total
number of categories. Then, we denote the probability that y;
belongs to the jth category as

GITX,'

Pyilxi; 0) = 7)

{(:1 i
where j=1,...,Kand Il =1,...,K, 0 =[01,62,...,0] is
the weight of features in the LR model, and 6; € R"~". So the
probability value for each category is a K-dimensional vector

hg(x;), which is calculated by a nonlinear softmax function

P(y; = 1|x;; 0)
P(y; =2|x;;0)
ho (x;) = :
P(y;i = K|x;; 0)
1

_ —[eefxf i (18)

T
S i

T . e
The term 1/ Z{{: 1 %% can normalize the probability dis-

tribution. Optimized by the gradient descent algorithm, the
maximum index of Ay (x;) can suggest the fault diagnosis result

T
69[7(-)(,' ]

eelTxi
Hiiagnostic = arg ;naxw (19)
1=1¢€¢"

Through the obtained base estimators and meta estimators,
the stacking model can be built. By reducing both error and
variance, the proposed stacking method can achieve high accu-
racy of the incipient fault diagnosis for the high-speed train

traction systems.

D. Incipient Fault Diagnosis

From now on, the stacked generalization-based incipient
fault diagnosis scheme for high-speed train traction systems
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is constructed. As shown in Fig. 1, we summarize the process
as the following steps.

Step 1 (Data Preprocess): The raw data formed as X €
R™" are preprocessed. The zero averaging and unit variance
methods are used to standardize the data

1 — _

p=— % G=x—p xeX (20)
i=1
1 & X

2 _ P2 oy = 2L

P=L LW wi=g @b

—

where x; € R™ is the ith sample of data X, w is the average
value, X; is the zero-averaged value, 82 is the variance of data
X, and X; is a data sample normalized by variance. After that,
the preprocessed data are refined as X = [x1, X2, ..., X,].

Step 2 (Train the Base Estimators by PIO): The training
set X is divided into two subsets X; and Xp. The subset X,
is used to establish the XGB, RF ET, and LGB models as
the base estimators, during which the PIO algorithm (5)-(11)
is employed to optimize their hyperparameters. The training
process is shown in Section IV-A.

Step 3 (Generate New Features): Using the trained base
estimators in step 2, the subsets X, are used to generate the
features Xpew through (15) and (16).

Step 4 (Train the Meta estimator): The new feature Xpey iS
employed to train the LR model (18) of the meta estimator.
The feature generation and classifier for the incipient faults
are obtained, which can be used online or offline.

Step 5 (Incipient Fault Diagnosis): New data, which should
be preprocessed as that in step 1, is as the input of the trained
stacking model. Then, using the new data, the base estima-
tors generate new features, and the output labels of meta
estimator (19) represent the fault situation.

V. EXPERIMENTAL RESULTS AND ILLUSTRATIONS

To verify the effectiveness of the proposed fault diagnosis
scheme, experiments on a semiphysical platform of the CRH2
traction system in CRRC Zhuzhou Locomotive Company Ltd.
(see [32], [33]), are presented in this section.

A. Experiment Condition

The semiphysical platform shown in Fig. 2 includes a DCU
controller, a signal conditioning unit, a dSPACE real-time sim-
ulator, and a PC. Six different faults are injected into the
traction system, which are presented in Table IV. Among them,
speed and current sensor bias faults are the incipient abrupt
fault, while resistance degradation and capacitance degrada-
tion of the dc link are incipient time-varying faults. Motor
rotor broken and IGBT open-circuit faults are abrupt faults.
All of them are taken into consideration to show the fault
diagnosis performance of the proposed method.

In Table IV, T is the step function, TH; (M, f1,s) = A; -
cos(2rfst + 01) + Az - cos(2rfsat + 02) and THa(cs) are the
threshold functions, where M is the damaged condition, A
and A, are the amplitude of the sideband frequency compo-
nents, f1 is the fundamental frequency, f1 =~ fi2, s is the TM
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TABLE IV
CONSIDERED SEVEN CONDITIONS

Category Typical description Parameter Fault type

Health Healthy data None Health

Fault I Iy = In(1+ ) « =0.005,0.01, 0.02, 0.05, 0.1 Incipient abrupt fault
Fault 1T Sy =Sp(1+5) £ =0.005,0.01, 0.02, 0.05, 0.1 Incipient abrupt fault
Fault Il Xy = X, + T - THy (M, fs1,5) M =05,fs1 = 128.7,s = 0.038 Abrupt fault

Fault IV Xy =Xy +T - THa(cs) cs =—1 Abrupt fault

o vt v =0.1, 0.2, 0.3, 0.4, - U

Fault V Ry = Rpe™ 7%/ 0.5. 0.6, 0.7. 0.8. 0.9, 1 Incipient time-varying fault
Fault VI Cy= Che %ts ¢ = 0.01,0.05,0.1,0.15, 0.2 Incipient time-varying fault

0.25,0.3,0.35,0.4,0.5

ignal Conditioning
nit

dSPACE Real-Time
imulator

Fig. 2. High-speed train traction system experimental platform.

slip ratio, and 67 and 6, are the phase angles of the side-
band frequency components and are an arbitrary value. In
THa(cs), cs is the amplitude of the impulse sequences, and
cs = —1 denotes an open-circuit fault. The injection of these
faults have been taken into consideration in the experiment
platform that is developed in the work of [32] and [33]. The
sampling frequency of the sensors is 400 us, and the sensors
signals shown in Table I are collected as a dataset, which are
collected under the steady-operation speed 110 km/h. Then,
70000 samples of the acquired data are used to establish the
stacking models and the remaining 7700 is treated as the test
data.

B. PIO Settings

During the hyperparameter optimization process, the param-
eters of the PIO algorithm need to be initialized. The initial
number of pigeons n depends on the dimensions D of the solu-
tion space of different estimators. Here, we choose n = 5 x D.
Then, the numbers of pigeons are 15, 15, 35, and 30 in RF, ET,
XGBoost, and LightGBM, respectively. The compass factor R
is chosen as 0.5, and maximum iterations Ng]la" and Ngzl""‘ are
set as 20 and 25. The search ranges of the hyperparameters in
the base estimators are shown in Table V.

In Table V, the hyperparameters that have the same names
in different models, such as n_estimators, learning_rate, and
min_sample_leaf, have the same functionalities since the struc-
tures of XGBoost, RF, ET, and LightGBM models are similar.

TABLE V
SEARCH RANGES OF HYPERPARAMETERS OF BASE ESTIMATORS

Hyper-parameters Random Forest Extra Trees XGBoost LightGBM

n_estimators  [100,700]  [100,700] [100,700] [100,700]
max_depths [5,15] [5,15] [5,10] [5,10]
learning_rate - - [0.005, 0.2][0.005, 0.2]
subsample - - [0.5,1] [0.5,1]
colsample_bytree - - [0.8,1] [0.6,1]
min_samples_leaf  [20, 70] [20, 70] - -
min_child_weight - - [1,6] —
gamma - - [0,0.5] —
num_leaves - - - [30,150]
TABLE VI

SOLVING RESULTS OF HYPERPARAMETERS

Hyper-parameters Random Forest Extra Trees XGBoost LightGBM

n_estimators 300 470 510 670
max_depths 12 11 8 7
learning_rate - - 0.17 0.16
subsample - - 1 0.8
colsample_bytree - - 0.8 0.9
min_samples_leaf 40 50 - -
min_child_weight - - 4 4
gamma - - 0 -
num_leaves - - - 150

These models are all built by CART. The optimal hyperpa-
rameters of XGB, RF, ET, and LGB models searched by the
PIO method are given in Table VI, which construct the base
estimators.

Then, using the trained base estimators, the new features
can be generated. Using the new features and through the
steps of the LR model training and fault recognition shown
in Section IV-D, the incipient fault can be detected and the
results are shown in the next section.

C. Results

To show the performance of the stacked generalization-
based fault diagnosis scheme, four used models of base
estimators, which are XGB, RF, ET, and LGB, are also
tested on the traction system to compare with the stacking
model. Each of the them is used for feature extraction and
classification to achieve the fault diagnosis, separately. The
hyperparameters of these comparison models are the same as
those used in the stacking model, which are shown in Table VI.
In this article, we use accuracy and F'1-score to evaluate these
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Fig. 3.

TABLE VII
ESTIMATORS PERFORMANCE COMPARISON

Method Accuracy  Fl-score  Training time
XGBoost 93.36% 90.11% 112s
Random Forest  80.16% 77.52% 4.3s
Extra Trees 86.82% 82.80% 2.06s
LightGBM 95.09% 90.47% 84s
Stacking 96.52% 96.05% 512s
methods
TP + TN
Acc = (22)
TP 4+ FP + FN + TN
F1 il (23)

where the TP is the true-positive number, FP is the false-
positive number, TN is the true-negative number, and FN is
the false-negative number. Besides, the training time is the
average time we spend on the training model.

The results are presented in Table VII. It can be seen that
the accuracies of RF and ET-based methods are not more
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Confusion matrix of single estimators. (a) Random Forest. (b) Extra Trees. (¢) XGBoost. (d) LightGBM.

than 85%, which cannot satisfy the engineering requirements
obviously, while the accuracies of XGB and LGB-based meth-
ods can achieve about 90%. On the other hand, it is evident
that the proposed stacking method has the best accuracy and
F1-score compared with other single model methods, which
satisfies the requirements of the CRRC Zhuzhou Research
Institute. The proposed stacking method is able to diag-
nose incipient abrupt faults and incipient time-varying faults
effectively.

Moreover, the confusion matrices are given in Figs. 3 and 4,
in which the horizontal and vertical values represent the corre-
sponding fault status in Table IV. The diagonal elements are
the correct numbers of the diagnosed test samples, and the
remaining elements are the number of misdiagnosed test sam-
ples. For the single model (XGB, RF, ET, and LGB), there
are amounts of misdiagnosis on label 1 and label 2, which
means that the single-model-based methods are hard to dis-
tinguish the motor current sensor incipient fault and healthy
condition. However, the confusion matrix in Fig. 4 implies
that the misdiagnosis of incipient faults can be substantially
reduced by stacking.
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Fig. 4. Confusion matrix of the stack model.

It should be noted that although the training time of the
stacking model increases, with the generalization performance
of stacking, the model can be trained offline and used online.
On the other hand, under the train net, the data can be trans-
ferred to the on-the-ground monitor center to be handled by
computers with higher computing power.

VI. CONCLUSION

In this work, the stacked generalization (Stacking)-based
incipient fault diagnosis scheme for the traction system of
high-speed trains was proposed. The XGBoost, RF, ET, and
LightGBM were chosen as the base estimators in the first
layer of the stacking to extract the fault feature from the
faulty data signals. Then, the LR model was employed as
the meta estimator in the second layer to combine the results
with the base estimators for fault classification. Moreover, the
PIO algorithm was utilized to find the optimal hyperparam-
eters of the base estimators. Finally, the proposed method
was verified on a semiphysical platform of the CRH2 trac-
tion system. The experimental results showed the proposed
approach can diagnose both the incipient faults and the abrupt
faults effectively.

In our future work, the compound faults that represent the
different faults occurring simultaneously could be studied.
We will suppose to employ a multiclass learning model to
achieve some possible categories. Moreover, if the remaining
lift of the system under an incipient fault can be obtained,
the repairing time will be shorted, which motivates the fault
prediction. Finally, it would be better to recover the system
performance after the fault occurs and cannot be dealt with
immediately, especially for the high-speed trains that cannot
stop suddenly. So the fault-tolerant control design [42], [43]
is also a meaningful research direction.
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