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A path planning model of a tiltrotor for
approaching an aircraft carrier during
landing
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Abstract

A path planning model concerning a tiltrotor approaching an aircraft carrier is established in this study. In the model, the
characteristic of the tiltrotor, the landing task, and the environment of the carrier are taken into account. First, the motion
equations and the maneuverability of the tiltrotor in each flight mode are presented, and the constraints of control variables
and flight envelope are given. The returning flight of the tiltrotor is divided into three phases corresponding to the three
flight modes of the tiltrotor, and the constraints in each phase and the goal are set. Considering the flight safety of the
tiltrotor, the environment of the carrier is described as flyable space and no-fly zones, and the no-fly zones are set taking the
influences of turbulence and wind field induced by the moving aircraft carrier into account. The path planning issue is
formulated into an optimization problem under the constraints of control variables and state variables. According to the
characteristic of the established model, a pigeon inspired optimization (PIO)-based path planning algorithm is developed
integrating the “step-by-step” and “one effort” path search strategies. Simulation results demonstrate that the tiltrotor can
reach the target point with a reasonable landing path. Comparison among different algorithms is also conducted to verify

that the PIO algorithm is capable of solving this online path planning problem.
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Introduction

Fixed-wing aircraft and helicopters are two typical types
of aircraft. They have their own advantages in executing
different tasks due to their different flight characteristics.
Fixed-wing aircraft can fly with fast speed, and a heli-
copter is a kind of VTOL (short for vertical take-off and
landing) aircraft. A tiltrotor is a special type of aircraft
with three flight modes, that is, the airplane mode, the tilt
mode, and the helicopter mode, which integrate the ad-
vantages of fixed-wing aircraft and helicopters,’ and the
transition among different flight modes is realized by
changing the tilt angle of the nacelle.” In view of the above
advantages, a tiltrotor is suitable for transportation, search,
and logistic support both in military and civil use.® The tilt
mode is the main weakness of a tiltrotor, which may lead
to accidents in the process of changing its attitudes.* To
ensure the flight safety, in many cases, the tiltrotor keeps on
a level flight in the tilt mode.” The research studies related
to path planning of a tiltrotor focus on the flight envelope
determination® and the motion simulation.” For example,
a novel hybrid single-multiple shooting method is de-
veloped in Ref. ® to estimate the H-V (height-velocity)
diagram of a tiltrotor. In Ref. °, the turning trajectory of

a tiltrotor under a single flight mode is obtained, and the
results under the tilt mode and the airplane mode are
compared. These studies provide the basics of exploring
the maneuverability and motion of a tiltrotor, but the
constraints of control variables in each flight mode still
need to be further studied in the path planning problem for
a tiltrotor.

The aircraft carrier is a busy and dynamic environment
for tiltrotor landing.'®!'" Complex wind field caused by the
motion of the carrier and the sea state has an influence on
the flight safety of a tiltrotor.'*'* The study on the path
planning problem for VTOL aircraft landing on the carrier
has not been reported so far. Similar studies focus on the

! College of Aerospace Engineering, Chonggqing University, Chongging,
China

2Systems Engineering Research Institute, China State Ship building
Corporation, Beijing, China

3 Naval Aviation University, Yantai, China

Corresponding author:

Yu Wu, College of Aerospace Engineering, Chongqing University, No.
174, Shazheng Street, Shapingba District, Chongging 400044, China.
E-mail: cquwuyu@cqu.edu.cn


https://uk.sagepub.com/en-gb/journals-permissions
https://doi.org/10.1177/0954410021996491
https://journals.sagepub.com/home/pig
https://orcid.org/0000-0002-9319-9498
mailto:cquwuyu@cqu.edu.cn

Proc IMechE Part G: | Aerospace Engineering 0(0)

path planning problem for an unmanned helicopter
landing on a moving platform.'*'> The landing process of
a helicopter is described, and piecewise linear programming
and Hamiltonian variational principle are applied to track
the movement of the platform and generate the landing
paths. The idea of dividing the landing task into several
phases is a good way to deal with the problem, and the
characteristic of multiple flight modes and the environ-
ment near the carrier must be considered in the path
planning problem for the tiltrotor landing on the carrier.

When the tiltrotor is introduced on the carrier, it must
execute specific tasks with other types of aircraft together.
In the landing task, the landing area of the tiltrotor must be
determined considering the working area of other aircraft.
Besides, dynamical environment of the carrier also has an
influence on the landing task, which increases the diffi-
culty of obtaining a reasonable landing path. Moreover,
a reasonable landing path for the tiltrotor is of great
significance to improve the landing efficiency of different
types of aircraft and ensure the normal operation on the
busy flight deck.

In this study, a new path planning model is proposed to
describe the task of the tiltrotor landing on the carrier, and
the characteristics of the tiltrotor, landing task, and en-
vironment near the carrier are formulated into mathe-
matical forms. To be specific, the motion equations of the
tiltrotor are established, and the maneuverability and the
flight envelope of the tiltrotor in each flight mode are
given. The landing task is divided into three phases
corresponding to the three flight modes of the tiltrotor, and
the constraints in each landing phase and the goal of the
landing task are proposed. Considering the busy and
dynamic environment of the carrier, no-fly zones are set,
which contain the spaces influenced by turbulence and
wind field induced by the moving carrier. The path
planning issue is formulated into an optimization problem
under the constraints of control variables and state vari-
ables. Based on the characteristic of the established model,
path search strategies integrating the pigeon inspired
optimization (PIO) algorithm are designed for each
landing phase. The PIO algorithm is a swarm intelligence-
based algorithm and was first proposed by Duan in 2014.'¢
The swarm intelligence-based algorithms have been
widely applied in the path planning problem, and the
advantage is to find a satisfactory solution within limited
elapsed time,'”'® which meets the requirement of an
online planning problem. The validity of the PIO algo-
rithm has been proved in the path planning problem,'® and
the PIO algorithm has demonstrated a better performance
compared with other algorithms like genetic algorithm
(GA) and particle swarm optimization (PSO) algorithm.’
However, there are random parameters in the PIO algo-
rithm, and in those studies the statistical characteristic is
still underexplored which is important to evaluate the
performance of the PIO algorithm. Besides, the compu-
tation time of the PIO algorithm also should be in-
vestigated to verify whether it is suitable for the online

planning problem. The major contributions of this study
are summarized as follows:

1. The motion model for tiltrotor path planning is es-
tablished. Compared to existing studies, the multiple
flight modes of the tiltrotor described by motion
equations, maneuverability, and flight envelope are
focused on. The transition conditions between dif-
ferent flight modes are also highlighted.

2. A path planning model for the tiltrotor approaching the
carrier is developed. In this model, the whole landing
task is divided into three phases corresponding to the
three flight modes of the tiltrotor, and the constraints
by category and the goals in each phase of the landing
task are presented.

3. A PIO-based algorithm with the “step-by-step” and
“one effort” search strategies is proposed considering
the characteristic of each phase of the landing task, and
a reasonable landing path for the tiltrotor is obtained.
The proposed path planning algorithm is suitable for
solving this problem after comparing with several
other algorithms.

Description of the landing procedures of
the tiltrotor

The task of the tiltrotor landing on the carrier specified in
this study is defined as follows: When the moving carrier
receives the information that there are aircraft returning, it
will sail toward a certain direction with a constant ve-
locity.?! As the tiltrotor is usually far away from the
carrier, it must fly with high speed to reduce the distance
between the tiltrotor and the carrier. The airplane mode is
applied to follow the motion of the carrier at a safe altitude
above the carrier, and then the tiltrotor will decrease its
altitude to land on the specified area of the flight deck with
the minimum terminal error. The landing procedures of the
tiltrotor can be divided into three phases.

Target pursuit

The tiltrotor flies with the airplane mode in this phase. It is
required to track the movement of the carrier at a safe
altitude and minimize the distance between them because
flying at a low altitude will encounter more no-fly zones
which would endanger the safety of the tiltrotor. When the
horizontal distance is reduced to a certain value, this phase
ends.

Stable transition

In this phase, the tiltrotor flies with the tilt mode. The
tiltrotor tilts the nacelles, keeps on a level flight, and gets
closer to the target point. As the tilt mode is hard to be
handled, the prime goal is to ensure the flight safety and
make the transition finished as soon as possible, and the
nacelles are tilted continuously from the airplane mode to
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the helicopter mode.*> Note that this phase is ended after
the nacelles have been tilted to 90°.

Final descent

The tiltrotor flies with the helicopter mode in this phase,
and the carrier moves toward a fixed direction according to
the instruction from the commander (e.g. attacking the
enemy), which can make the landing process easier. In this
study, the target point is set right above the specified
landing position on the flight deck. The reasons are as
follows. In real environment, the specified landing posi-
tion changes with the motion of the carrier, and the ac-
curate motion model of the carrier is usually obtained by
prediction.”> The path between the target point and the
specific landing position is decided by the motion of the
carrier and need not to be planned. In engineering, the
landing controller is developed to ensure that the tiltrotor
can land at the specified position on the flight deck.?*

To make a better understanding of the above landing
procedures, the diagram of the tiltrotor returning is shown
in Figure 1.

In Figure 1, the flight modes corresponding to the
landing phases are shown. The tiltrotor needs to transit the
flight mode twice before it reaches the moving target
point. The task of path planning is to generate the path for
each landing phase and guarantee that the tiltrotor reaches
the target point accurately and safely. The goal of each
landing phase is presented in Table 1.

Mathematical model of the path
planning problem

In this section, the conceptual model is abstracted first to
present the idea of solving the problem. Then, considering
the multiple flight modes of the tiltrotor, the motion model
is given, and the maneuverability and the flight envelope
of the tiltrotor under each flight mode are defined. The
busy and dynamic environment of the carrier is described
by flyable space and no-fly zones. The constraints in each
phase of the landing task are proposed, and the goal of
landing task is set as the weighted sum of three items.

Conceptual model of the path planning problem

In Section 2, the whole landing task of the tiltrotor has
been divided into three phases, which provides a frame of
solving the problem. On this basis, the conceptual model is
built to organize the idea of solving the problem, as shown
in Figure 2.

In Figure 2, path planning is closely related to the
tiltrotor, the landing task, and the environment of the
carrier, and it is formulated into an optimization problem
including the motion equations, the constraints of control
variables and state variables, and the cost function. The
dotted lines with double arrows denote that the flight mode
corresponds to the landing phase. According to the
characteristic of each landing phase, different strategies
are developed to generate the path. After the path is

Tarzat pussuit Stablz transition

Atrplans mods Tit mode

Flight mcoa transition

Flizht mods l%‘.?.rr:inion

Finaldzscent

Figure |. The three phases of the tiltrotor returning the carrier.

Table I. Description of each flight mode of the tiltrotor and each landing phase.

Landing phase Flight mode Goal
Target pursuit Airplane Get close to the carrier
Stable transition Tile Transit the flight mode quickly and safely

Final descent Helicopter

Reach the target point
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obtained, the performance of the path planning algorithm by the right hand rule. O XY Zy is the kinetic frame
which originates at the center of gravity of the tiltrotor. a,
o, v, and ¢ are the angle of attack, bank angle, flight path
angle, and yaw angle, respectively, and V' denotes the
flight velocity of the tiltrotor. 7, L, and D are the thrust, lift
force, and drag force, and ¢ is the tilt angle of the nacelle. It
can be seen from Figure 3 that § = 0° and J = 90° cor-
respond to the airplane mode and the helicopter mode,
respectively. The motion model of the tiltrotor can be
expressed as follows’

is analyzed to explain its rationality.

Motion model of the tiltrotor

To describe the motion of the tiltrotor, two coordinate
systems are defined, as shown in Figure 3.

In Figure 3, OXYZ is defined as the ground frame,
which is fixed on the ground. The origin O is defined as the
initial position of the target point, and the axis OX points
at the direction which the carrier sails. The axis OZ is
vertically downward, and the axis OY can be determined

X =Vcosycosgp
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Figure 2. Conceptual model of the path planning problem.

Figure 3. Description of motion of the tiltrotor.
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Current position of the tiltrotor
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Figure 4. Description of the space near the carrier.
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m

. [Tsin(a+d)cos¢ + Lcosdp] gcosy
7= -
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b= [T sin(a + 6)sin ¢ + Lsin @] ©)
(mV cosy)

5=1 (7

From equations (1)—(7), (x, y, z) is the position of the
center of gravity of the tiltrotor in the ground frame, and /
is the tilt rate of the nacelle. In this problem, the state
variables can be denoted as the vector x =[x y =z
V. 9 ¢ 6], and the control variables are u =
[a ¢ P ], wherep isthe engine power. Besides, the
forces 7, D, and L in equations (4)—(6)— can be calculated
by the following equations

P
T=n— 8
7 ®)

1 2

! 2
L=2pV’sC, (10)

where 7 is the efficiency coefficient, p is the atmospheric
density, and S is the reference area of the tiltrotor. C; and
Cp are the lift and drag coefficients.

Modeling of the no-fly zone

The no-fly zone is set to guarantee the flight safety of the
tiltrotor. The tiltrotor must avoid the wind field induced by
the moving carrier and turbulence. The description of the
no-fly zone is shown in Figure 4.

Adding points P,

No flv zone

Figure 5. Strategy of no-fly zone detection.

In Figure 4, the space near the carrier is divided into
several parts. The tiltrotor can only fly in the flyable space,
and other spaces are set as the no-fly zones. The no-fly
zones contain the space influenced by the wind field, that
is, the wind field induced by the moving carrier and the
turbulence. Note that the constraint of the direction of
reaching the target point for the tiltrotor is also presented
in Figure 4, and the details will be described in Section 3.4.

Considering that the weather changes rapidly on the
sea, turbulence (strong wind) may occur in some places,
and the tiltrotor must avoid those spaces to ensure the
flight safety. The space of turbulence is described as
cylinders with finite height, and they are the fixed space
relative to the ground frame. Assuming that the current
position of the tiltrotor is P. and the next possible path
point is P, which is given by the path planning algorithm,
the strategy of judging whether the tiltrotor has entered the
no-fly zone is shown in Figure 5.

In Figure 5, a certain number of points are added
between P, and P, and their positions are determined by
linear interpolation and can be denoted as P4 (x;, y;, z;)
(==1,2,..., q), where g is the number of added points. Note
that P, and P, are not in the no-fly zone, but the points in
the path segment P.P, need to be further checked to
ensure the flight safety. Although some feasible space may
be abandoned using this strategy, it guarantees that the
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tiltrotor can judge the no-fly zone in advance, and there
may be not enough time for the tiltrotor close to the no-fly
zone to avoid due to the constraint of maneuverability.
Assume that the boundaries of cylinders satisfy the
equations fi(x, y, z) = 0 (=1,2,..., p), where p is the number
of cylinders. If the following equation is met, the tiltrotor
is regarded as falling into the space of turbulence

2 2
(=) + =)' <K
and (11)
Zjmin SZ <ijax

where (x;,,;) and R; are the center and the radius of circle
corresponding to cylinder j and zj,;, and zj,. are the
height range of cylinder j. The proposed detection strategy
gives an accurate judgment and can guarantee the flight
safety of the tiltrotor.

Constraints in different landing phases

When the tiltrotor is approaching the carrier, the con-
straints of control variables and state variables must be
imposed on each phase of the landing task. These con-
straints are described as follows.

Constraints of control variables. The control variables must
vary within a certain range to satisfy the constraint of
maneuverability. These constraints can be expressed as
follows

Omin S a S Onax (12)
|61 < P (13)
Pmin SPSPmax (14)

Note that a,,; is a small negative value, and @, is
a positive value that ensures the flight safety. The con-
straint of / is not presented here because it will vary ac-
cording to the given law. The details are explained later.

Constraints of states of the tiltrotor in different phases of the
landing task. In the landing task, the flight modes of the
tiltrotor correspond to the landing phases, and the states of

V(m"'s)‘k
1501

125

1001
75

> 5(deg)

Figure 6. The flight envelope of the tiltrotor

the tiltrotor must be changed within certain ranges ac-
cording to the requirement of each landing phase. Next,
the constraint of flight velocity is presented first, and other
constraints are formulated in different landing phases.

In each flight mode, the tiltrotor must fly within
a certain velocity range to ensure the flight safety. Figure 6
shows the relationship between the flight velocity range
and the corresponding tilt degree of the nacelle,> which
can be calculated by the dynamic model of the tiltrotor
established in Ref. »°.

In Figure 6, ¢ is the tilt angle of the nacelle. When 0 =
0°, the tiltrotor flies with the airplane mode, and the nacelle
is parallel with the fuselage. When 6 = 90°, the helicopter
mode is used, and the nacelle is perpendicular to the
fuselage. The tilt mode is a transition mode in which the
tile angle changes from 0" to 90° (or from 90° to 0°). Table
2 shows the range of flight velocity at some specific tilt
angles of the nacelle.

Constraints in the target pursuit phase and the stable transition
phase. In these two phases, the tiltrotor flies at a stable
altitude, and fewer constraints are imposed on, as shown in
Table 3.

y = 0° means the tiltrotor flies at a fixed height. In the
target pursuit phase, 6 = 0" guarantees that the tiltrotor
flies with the airplane mode. In the stable transition phase,
@ = 0°/s makes the tiltrotor fly straightly, and 6>0"/s
ensures the continuity of flight mode transition. Note that
the change law of J is regulated by & according to the
report from NASA,”® in which the change law of §
is tested to ensure the stability and safety of the tiltro-
tor during the transition process. The data are shown in
Table 4.

Table 2. Examples of flight velocity range at different tilt angles
of the nacelle.

5C) 0 30 60 75 90
Vo (ms) 50 40 30 0 0
Vinax (m/s) 150 100 85 76 70

Table 3. Constraints of states in the target pursuit phase and
the stable transition phase.

Phase Constraints

Target pursuit y=0°%J=0°

Stable transition y=0%¢=0/s820/s

Table 4. The change law of § depending on .

S(deg) 0 25 3 10 20 30 40
S(deg/s) 28 28 14 125 1163 114 114
S(deg) 50 60 70 80 875 88 90
S(deg/s) 117 1245 133 1425 15 3 0
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The value of § at any moment during the flight mode
transition can be obtained by fitting the data in Table 4, and
it cost about 10 s to finish the transition process.

Constraints in the final descent phase. In the final descent
phase, 6 = 90° must be always met to make sure that the
tiltrotor flies with the helicopter mode. Besides, a number
of terminal constraints must be obeyed to ensure the
accuracy and safety of reaching the target point.

In the flyable space depicted in Figure 4, the tiltrotor is
required to reach the target point within a certain range of
angle to avoid the influence of the wind field. In Figure 4,
the value of € can be calculated by the following equation

6 =tan"! <y_y) (15)

X, — X

where (x, y) and (x,, y,) are the positions of the tiltrotor and
the target point in the ground frame, respectively. Note that
the constraint of & = 45" is set based on the assumption
that the carrier sails against the wind. In a real-world
scenario, when there is crosswind acting on the carrier,
asymmetric wind will lead to the asymmetry no-fly zones
in the near space of the carrier. On this occasion, the wind
graph is used to evaluate the maximum relative wind
velocity and the landing direction for the helicopter under
certain sea condition and environment, and the ideal value
of @ will change according to the wind graph.”’
Furthermore, the above constraint can be met on a
condition that there is a limitation imposed on the value of
yaw angle ¢ at the last several moments of landing. This is
because the terminal value of & (denoted as 6(t)) is
relevant to ¢, and an appropriate limitation on ¢ can make
the constraint of reaching the target point satisfied easier.
This limitation imposed on ¢ can be written as follows

0" <p(t)<90° (16)

Finally, the following constraints must be obeyed to
ensure the accuracy and safety of the landing task

e = [x(ty) — /| <em (17)
& = D) = 1] <ema a8)
e: = |z(ty) — 2| < eann (19)
e0 = [0(1) — /] <o (20)

¢ S ermax (2 1 )

where f/is the terminal moment, e is the terminal error of
each item, and e, is the maximum terminal error per-
mitted. Equations (17)—(19)— are set to make the terminal
error of each direction fall into a small range. Equation
(20) regulates the maximum error of the angle of reaching
the target point. In equation (21), V, is the component of V/
along the axis OX which can be calculated by equation (1),
and V¢ is the velocity of the carrier. As the carrier always
sails along the axis OX, V, should be as close as Vi

because the tiltrotor and the carrier must be relatively still
to make the landing controller perform better.

Cost function of path planning

As mentioned before, the goal is to reduce the distance
between the tiltrotor and the target point and adjust the
flight velocity to translate into the next flight mode, and
the smoothness of the path is of relevance for the comfort
considerations of manned operations. The corresponding
cost function can be written as

,
J:mwwm—mm+wa+m~/(f+&Mt

fo

(22)

The first item denotes the distance between the tiltrotor
and the target point. # and fr are the starting time and
terminal time of flight. w;, w,, and w3 are the adjustable
weights of each item, respectively, considering that the
main objective is not exactly the same in each landing
phase. For example, the distance between the tiltrotor and
the target point must be reduced in the target pursuit phase
and the stable transition phase, and the final flight velocity
of the tiltrotor in each flight mode must fall into the range
shown in Figure 6 to translate into the next flight mode
successfully. w; is set as a larger value in the initial target
pursuit phase to pay more attention to the distance, and w,
becomes more important in the final target pursuit phase to
ensure that the flight velocity meet the constraint of the tilt
mode.

Path planning algorithm for the tiltrotor
approaching the carrier

In this section, different path search strategies are designed
considering the characteristic of the landing task and the
established model. In different landing phases, the path
can be obtained in a step-by-step way or in one effort.
Then, the principle of the PIO algorithm is introduced and
is integrated into the path search strategies. The proce-
dures of the algorithm are also presented, and how the
constraints can be met in the path planning algorithm is
shown.

Search strategies in different landing phases

The tiltrotor flies in a dynamic environment and has
different goals in each landing phase. Different search
strategies are proposed to cope with the situations.

Strategy in the target pursuit phase and the stable transition
phase. The distance between the tiltrotor and the target
point is far in these two phases, and the tiltrotor must avoid
the no-fly zones. To adapt to the changing environment,
only the motion of the tiltrotor in a short time window of
future (denoted as T;,) will be planned in one step of search
to ensure the flight safety. Assume that the discrete time
interval is At, and the number of path point (denoted as
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N,,) which can be determined in one step of search is
T,/At. The cost function in equation (22) can be ex-
pressed as the form in equation (23)

+ w, - LIICAFYk‘

tilt

tC+Tw
+a)3./ (7 + ¢*)dt
tc

tc __ . ic+Tw _ ptc+Ty
J = W HP th,

(23)

where P/ and P are the positions of the tiltrotor
and the target point at the moment ¢, + T;,. VT is the
flight velocity of the tiltrotor at the moment ¢, + T, and

J'c is the cost function at the current moment z,.

Strategy in the final descent phase. In this phase, the dis-
tance between the tiltrotor and the target point is relatively
small, and the nearby environment is known to provide
a reliable condition to land. Therefore, the rest unplanned
path can be obtained in one effort. Note that if the value of
a control variable at every moment is optimized, the
computation load will be heavy, and it may not meet the
demand of online planning. Different from the search
strategy in other two landing phases, the collocation points
(distributed uniformly, denoted as #, and the number of
the collocation points is N,) are chosen, which means that
only the control variables at those time points are opti-
mized, and the values of control variables at other time
points (denoted as #(# <t;<tx41)) can be obtained by
linear interpolation, as expressed in equations (24)—(26)

o, = Pt — P (t — 1) + (24)
lev1 — Ik
by, — Dy
b, =——" (1) + b, (25)
ler1 — L
P, —P
Pti — Tht1 173 . (ti _ tk) +Ptk (26)
lev1 — I

In equation (24), when the values of a;, and a,,, are
determined, the value of a;, can be calculated. The same is
true for the control variable ¢, and P;, in equations (25)
and (26).

Description of the pigeon inspired optimization
algorithm and the application in the path
planning problem

To make a better understanding of the P1O algorithm, the
mathematical formulations of the two operators in the
algorithm, that is, the map and compass operator and the
landmark operator, will be presented, and the background
of the PIO algorithm is omitted in this study considering
that those contents can be seen in many references. How
the PIO algorithm is integrated into the path planning
problem is also highlighted at the end of this section.

The map and compass operator. In the algorithm, each
pigeon i has its position X; and velocity V;, and the position
and velocity are both D-dimension vectors according to

the scale of problem. For example, N1, N,,, and N, are
the dimensions of the vector in each landing phase. In each
iteration, the position X; and velocity V; can be updated
with the following equations

I/[Hrl _ I/,'t X e*R(l‘«H) +rand . (Xg _)(lt) (27)
X'it-H :AX;[ + ViH—l (28)

Where ¢ is the times of iteration, R is the operator factor,
rand is a uniform random number in the interval [0,1], and
X, is the current global best position. In the second item of
equation (27), the position is actually divided by the time
step which equals to 1. The same is true for the second
item in equation (28), and the time step is omitted. In
equation (27), R determines the degree that velocity of
a pigeon inherits that of the last generation, and the step
size of updating the velocity of each pigeon is decided
by rand, which is variable in each time of iteration in
equation (28).

Landmark operator. In the landmark operator, the number
of pigeons is decreased by half in each iteration. The
center of pigeons’ positions is referenced in the landmark
operator. Suppose the center of the pigeons’ positions at
the rth iteration is X/, the rule of updating the position for
pigeon i can be expressed as the following equations

Ntfl
N, =-L (29)
2
NbY fitness(X)
X =X +rand (X' - X)) 31)

where N}, is the number of pigeons at the #th iteration,
fitnesss (X/) is the fitness value of pigeon i, which can be
calculated by equation (22) according to the different
landing phases, and rand is a uniform random number in
the interval [0,1]. Similar to the uniform random number
in equation (27), here rand represents the step size of
updating the position of each pigeon.

Note that after the position is updated according to
equations (28) and (31), the values of control variables
may not meet the constraints proposed from equations
(12)—~(14). To make the normal running of the algorithm,
the values of control variables which violate the con-
straints are set as the closest threshold, respectively. When
the pigeons’ positions are updated by the two operators,
the current global best position X, will be updated after
comparing the fitness values, and the pigeon corre-
sponding to the smallest fitness value is regarded as X;.

To sum up, a two-step position updating strategy is
used in the PIO algorithm. In the map and compass op-
erator, the pigeons update their positions referring to the
current velocity and the global best position, which is
similar to the mechanism in the PSO algorithm. In the
landmark operator, half of all the pigeons with the worst
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fitness values are abandoned, which can accelerate the
convergence rate. Besides, pigeons update their positions
referring to the center of all pigeons rather than the global
best position, which avoids trapping into the local opti-
mum. All those characteristics make PIO algorithm supe-
rior to other similar swarm intelligence-based algorithms.

As mentioned in Section 4.1, different search strategies
are used in different landing phases, and the procedures of
searching the path can be summarized as the flow chart as
presented in Figure 7.

In Figure 7, path search strategy No. 1 is applied in the
first two landing phases, and path search strategy No. 2 is
used in the last phase to obtain the remaining unplanned
path in one effort. The PIO algorithm is adopted in both of
the two strategies to search the path.

In the initialization, the values of control variables are
fetched within their ranges, and the corresponding fitness
value can be calculated by equation (22). In each iteration,
after the position of each pigeon is updated using equa-
tions (28) or (31), each solution will be checked to judge
whether it satisfies all the constraints formulated in
equation (11) and equations (16)—(21). If one or more
constraints are violated, the corresponding fitness value
(the cost function in equation (22)) will be set to a large
value (usually a lager order of magnitude than the normal

Initialize the inputs,
and the tiltrotor flies

with the airplane mode

Search the path
" | with strategy No. 1

PIO algorithm |«

Update the
state of tiltrotor

Search the path
with strategy No. 2

PIO algorithm

The whole path
of approaching
the carrier

Figure 7. The procedures of the path planning algorithm.

Table 5. Parameters settings in motion equations of the
tiltrotor (ISHP = 735 N m/s).

value) to indicate that the solution is infeasible and will be
abandoned.

Simulation results

To investigate the validity of the established model and the
PIO-based path planning algorithm to solve the path
planning problem of the tiltrotor approaching the carrier,
simulations using the parameters of the tiltrotor XV-15*
are conducted. All the results are obtained by running
different methods on a desktop computer with Intel Core
i7-3370 3.40 GHz with MATLAB R2016b.

The starting point of the tiltrotor and the target are set as
(—4000, —3000, —1000) and (0,0,0), respectively, and the
carrier always moves toward the axis OX with the velocity
of V.=10 m/s. The parameter settings regarding the motion
model of the tiltrotor are shown in Table 5, and the
aerodynamic parameter is referred to Ref. °.

Besides, the parameters w;, w,, and w3 in the cost
function (equation (22)) are set different values in each
landing phase. In the phases of target pursuit and stable
transition, w; and w; are set as 0.5 and 0.2, respectively, as
it is more important for the tiltrotor to approach the carrier.
While in the phase of final descent, to reduce the impact
with the flight deck becomes increasingly important, and
w; and w; are set as 0.3 and 0.4, respectively. In the three
landing phases, w3 is always set to 0.3 to pay attention to
the smoothness of the path to some extent.

The parameters used in the PIO algorithm are set ac-
cording to the scale of the problem and are based on Refs.
"% and '. To result in the best performance, the parameters
are determined by trial and error, as presented in Table 6.
The constraints of the terminal errors are given in Table 7.

Results of path planning with the
PIO-based method

With the above settings, the results of path planning are
obtained using the proposed method. The approaching
path is presented in Figure 8, and the states of the tiltrotor
are shown in Figure 9.

In these two figures, the curves with different colors
present different flight modes of the tiltrotor, and the
tiltrotor spent most of flight time in the helicopter mode.
The tiltrotor flies at a fixed altitude (the height is 1000 m

Table 6. Parameters setting in the pigeon inspired optimization
algorithm.

Parameter Ny Ny2 Nc¢ NP R N¢ Ng

Value 5 | 64 1000 02 20 30

Table 7. Constraints of terminal errors.

Parameter Omin  Omax Pmax  Pmin Prrax n S

Error €0max €V, max €xmax eymax €2zmax

Value —3° 18° 30° 62.5SHP 1250SHP 0.8 1521 m?

Value 5 I m/s 0. m 0. m 2m
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from the sea level) and changes the direction in the air-
plane mode, and then it translates into the tilt mode. In the
tilt mode, the tiltrotor kept a level flight without changing
the direction to make the transition safe, which is con-
sistent with the green line segments in the second and the
third subgraph of Figure 9. In the helicopter mode, the
tiltrotor makes a detour in the OXY plane because the

flight time in the OZ axis is longer than that in the OXY
plane. The tiltrotor has to fly more distance to wait the
displacement of the OZ axis to reach the specified altitude.
The values of terminal states of the tiltrotor are listed in
Table 8.

The symbol “— means that there is no desired value
about this item. In Table 8, the terminal error of each item

——Airplane mode
—— Tiltmode
— Healicoptar mode

EENo-Iy mee

Trzjectory oftheideal demnzion

-1000 O Staminzpoints oftketiltrotor ad e \
-500 |
600 |
M 400
-200 .
0 4
-3000
~ 6000
iy
¥ [m] 1000 4000 2K x [m]
Figure 8. Landing path of the tiltrotor and motion of the target point.
= Airplage mode
—Tilt mode
5 r . r - - Helicopter mode
= R [ JNo-y zooe
= g [ ———— |
5000 L L M L . L L
4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
X [m]
. 0 T T L T L L
= 500 F o
L
1000 2 M N . s L
0 50 100 150 2 250 300 350 400
[£]
2 500 v . v - - - .
‘f‘ 0 - l_/_d-—’—-_—’/‘_\—\- i
= 500 L " \ . 2 . L
0 50 100 150 200 250 300 350 400
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0 5 100 150 200 250 300 350 400
[£]
—_ 200 T T T T Y T T
100} 1
b 0 A 'l A a
0 50 100 150 200 250 300 350 400
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Figure 9. The states of the tiltrotor during flight.
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Table 8. Actual and desired terminal states of the tiltrotor.

Value x(m) y(m) z(m) ¢(rad) y(rad) Vi(mls) 0(deg)
Actual 3573.08 —0.075 -30 1.653 —0.193 10.7 42.06
Desired 3573 0 -30 — — 10 45
w— Akplenc mode
~Tizmeds i
= OF .
£
- _:o A e A A s A
o 50 100 150 200 250 00 350 400

o " H A " i A A

0 50 100 150 200 250 00 350 400
¢ [al

::GO T . . T T . 4 I

-3 |

= . |

_ S0F [ -

= |

- SN . ! . . : .
o 50 100 150 200 250 00 350 400

Figure 10. Variation of control variables.

meets the constraints listed in Table 7. Finally, the vari-
ation of control variables is shown in Figure 10.

It can be seen that the control variables vary within the
ranges given in Table 5, and the tilt angle of the nacelle
changes from 0° to 90° during the flight. Note that the
variation curves of control variables in Figure 10 are not so
smooth as only the smoothness of flight states is
considered in the cost function expressed by equation (22).
The oscillation of control variables can be removed by
fitting the curve before practical application. The above
results demonstrate that the tiltrotor can reach the moving
target point over the carrier with slight deviation, and the
generated path satisfies various constraints.

Comparison among PIO, PSO, and GA algorithms

To further investigate the performance of the PIO-based
method solving the path planning problem for the tiltrotor
approaching the carrier, the PSO algorithm and GA al-
gorithm are also used to solve the same problem. The
parameters of PSO and GA are consulted to Refs. ** and
30 respectively, and other settings of experiments are the
same with those listed in Tables 5-7. As PIO, PSO, and
GA are population-based algorithms, there are random
numbers when generating new solutions. To make a

comprehensive comparison, each of the three algorithms is
run 50 times independently, and the best results and the
statistical results are presented below.

The best results among the 50 times of running are
shown in Figures 11 and 12. As the path in the target
pursuit stage and the stable transition stage is generated
step by step, Figure 11 shows the fitness value of each
step. In general, the three lines are almost coincident due
to the large value range of the y axis. To make it clearer,
some important data in Figure 11 are given in Table 9.

The fitness value decreases as the step number in-
creases because the tiltrotor got closer to the target point
over time. Note that the fitness value of step No. 5 is
smaller than that of the later steps because at the end of the
target pursuit phase, w, becomes larger in equation (23) to
ensure that the tiltrotor satisfies the constraint of the flight
envelope before it translates into the tilt mode. In Table 9,
the fitness values of the three population-based algorithms
do not make a big difference.

Figure 12 shows the fitness values of the three different
algorithms in the final descent phase, and the PIO algo-
rithm has the fastest convergence rate. To obtain more
information from Figure 12, Table 10 presents the
convergence times and the final fitness value of each
algorithm.
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Figure |1. Fitness value of each step (target pursuit phase and stable transition phase).
2000 algorithms are shown in Figure 13. In the target pursuit
— phase and the stable transition phase, the landing paths do
GA not show a big difference because in the “step-by-step”
s path search strategy, the number of optimized control
E variable is small in each step. In the final descent phase,
g with different algorithms, different landing paths are
= shown to reach the target point.
Next, statistical results on computation time and fitness
e, e, value will be given to further explain the performance of
20 30 40 50 each algorithm solving this problem, as shown in Tables
Times of iteration 11 and 12.

Figure 12. Fitness value of the final step with the time of
iteration (final descent phase).

Table 9. Fitness value of some steps in Figure | 1.

Step No. 1 (10° 5(10% 9 (10%) 13 (10%)
PIO 43578 5.0663 7.5814 47693
PSO 43834 5.1200 7.7017 4.8383
GA 4.3683 52127 7.6828 49187

Note: PIO: pigeon inspired optimization; PSO: particle swarm optimi-
zation; GA: genetic algorithm.

Table 10. Fitness value of some steps in Figure 2.

Algorithm PIO PSO GA
Convergence times 22 40 35
Final fitness value 2.648 2.747 2.704

Note: PIO: pigeon inspired optimization; PSO: particle swarm optimi-
zation; GA: genetic algorithm.

The convergence time in Table 10 means the fitness
value becomes convergent after certain times of iterations.
It can be concluded from Tables 9 and 10 that PIO, PSO,
and GA have similar results. The PIO algorithm has the
fastest convergence rate and can converge within 22 times
of iteration. The paths obtained by the three different

In Table 11, “1” and “2” denote the target pursuit phase
and the stable transition phase, respectively, and “C” and
“F” present computation time and fitness value. Among
the three algorithms, the PIO algorithm spends the least
time on computation. Besides, the PIO algorithm results in
the best solution and the most stable performance. The
time complexity of the three population-based algorithms
is analyzed to explain the reason why PIO has the fastest
computation speed.

In Table 13, D is the dimension of solution, 7 is the
times of iteration, and 7, and 7, are the times of iteration
of the two operators in the P10 algorithm (7= T'+73). The
initialization of solution is dealt with only once in com-
puting, and only the items in bold are taken into account in
determining the time complexity of the algorithm. In this
problem, the dimension of solution in each stage of the
landing task is Dy =5, D, = 1, and D5 = 64, respectively.
With the data in Table 6, the time complexity of each
algorithm when solving the problem can be calculated, as
shown in Table 14.

The time complexity of PIO is the least among the three
population-based algorithms in each phase, which can
explain the results in Tables 11 and 12. Note that, in Table
11, the maximum computation time of the PSO algorithm
is shorter than that of GA in the stable transition phase,
which does not conform to the conclusion shown in Table
14. This is because the time complexity of the two al-
gorithms does not show a big difference in the stable
transition phase, and the insufficient running times of the
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Figure 13. Landing paths of the tiltrotor using three different algorithms.

Table 1. Statistical results on computation time of each step in the target pursuit phase and the stable transition phase.

Minimum Maximum Mean Std

I (1073) 2 (1079 1 (1073) 2 (107% I (1073 2 (107% I (107% 2 (107%)
PIO 27 7.0 7.6 9.1 53 7.8 37 77
PSO 3.6 7.5 8.0 9.4 6.3 8.7 4.1 82
GA 34 7.3 79 9.5 6.1 85 42 83
Note: PIO: pigeon inspired optimization; PSO: particle swarm optimization; GA: genetic algorithm.
Table 12. Statistical results on computation time and fitness value in the final descent phase.

Best Worst Mean Std
C(107? F C(1073 F C(1073 F C(107% F(1073)

PIO 3.1 2.648 85 2.961 5.8 2.753 5.1 77
PSO 57 2.747 12.3 3.158 9.6 2932 5.7 8.1
GA 4.4 2.704 9.1 3.026 6.6 2.834 6.6 9.2
Note: PIO: pigeon inspired optimization; PSO: particle swarm optimization; GA: genetic algorithm.
Table 13. The complexity analysis of PIO, PSO, and GA.
Step PIO PSO GA
Initialize position N, x D N, x D N, x D
Initialize velocity N, x D N, x D —
Calculate fitness value N, N, N,
Update velocity N, x D N, x D —
Calculate new position N, x D N, x D —
Cross over — — N2
Variation — — N, x D
Calculate fitness value Ny Ny N,
Calculate the solution center ~ N,/2 x D — —
Calculate new position Ny/2 x D — —
Calculate fitness value N,/2 — —

Time complexity

Ti(Np + 2N, x D) + Ny(1—0.5T) + 2N, x D(1-0.5";)

T(Ny + 2N, x D) T(1.5N, + N, x D)

Note: PIO: pigeon inspired optimization; PSO: particle swarm optimization; GA: genetic algorithm.
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Table 14. The time complexity of PIO, PSO, and GA when
solving the problem.

Time complexity Phase | Phase 2 Phase 3
PIO 23,100 6300 270,900
PSO 55,000 15,000 645,000
GA 32,500 12,500 327,500

Note: PIO: pigeon inspired optimization; PSO: particle swarm optimi-
zation; GA: genetic algorithm.

algorithms lead that the result of one simulation does not
conform to the statistical results. To sum up, the PIO
algorithm shows its superiority in convergence rate and
computation time in the path planning problem for the
tiltrotor approaching the carrier, and a reasonable solution
also can be obtained.

Conclusions

A new path planning model is developed in this study to
deal with the path planning problem for the tiltrotor ap-
proaching the carrier.

The established model is essentially different from the
previous path planning models. First of all, the motion
equations and maneuverability of the tiltrotor in each flight
mode are considered, and the flight envelope and the
constraints of control variables are given. Second, con-
sidering the requirement of the landing task, the returning
flight of the tiltrotor is divided into three phases corre-
sponding to the three flight modes, and the constraints of
each phase and the goal are proposed. Additionally, no-fly
zones are set considering the environment of carrier, that
is, the influences of turbulence and wind field. Finally, the
path planning problem is formulated into an optimization
problem under the constraints of control variables and
state variables, and the goal is denoted as the weighted
sum of distance between the tiltrotor and the target point,
the flight velocity of the tiltrotor, and the smoothness of
path.

Considering the characteristic of the established model,
the step-by-step strategy and the one effort strategy are
developed and are applied in different landing phases, and
the PIO algorithm is integrated into the strategies to
generate the path. The rationality of the developed path
planning model is verified in a typical landing task, and the
PIO algorithm is suitable for solving this online planning
problem through the comparison with other algorithms in
convergence rate, solution quality, and computation time
using the statistical approach.

In the future, further investigation on the accuracy of
model is needed. First, a more complicated dynamic
model of the tiltrotor would be established to describe the
motion with higher dimensions, which will add more
constraints as more factors will be involved. The com-
puting time of solving the flight states of the tiltrotor also
will be increased as the number of nonlinear differential
equations becomes greater. Both are new challenges when
designing the path planning algorithm. Moreover, the

strength of the wind field near the carrier needs to be
calculated considering the motion of the carrier, the sea
state, and the aerodynamic configuration of the tiltrotor.
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