Social-class pigeon-inspired optimization and time stamp segmentation for multi-UAV cooperative path planning
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ABSTRACT

Path planning is a significant issue for the safe flight of unmanned aerial vehicles (UAVs). In the situation of multiple UAVs, the problem is even more challenging due to the tough manipulation of coordination and constrains. In this paper, a novel multi-UAV path planning model is developed which is based on the time stamp segmentation (TSS) technique. Other than the traditional methods, the TSS model utilizes the common time bases to simplify the handling of multi-UAV coordination cost. Then, a novel social-class pigeon-inspired optimization (SCPO) algorithm is proposed as the solver of optimal search on the TSS model. The social-class strategy is utilized to enhance the convergence capabilities of the standard PIO. The efficiency of the proposed method is verified through the comparative experiments and the performance profiles (PP). Integrated experiment in a 3D environment demonstrates the reliability of the proposed system.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Recently, the advantages of multiple unmanned aerial vehicles (UAVs) in defensive and civil fields have prompted the scholars’ interests in the multi-UAV intelligence and autonomy. For example, the cooperation among different UAVs is an imperative issue for the mission success since the cooperative strategy could significantly promote the mission efficiency [1] and outstandingly decrease the risks in dynamical environments [2] through active interactions of the UAV swarms. On this premise, a reliable and secure multi-UAV path planner is a persistent demand. However, unlike the minor constrains of single UAV flight, the multi-UAV cooperative flight is much more challenging due to its multi-dimension, multi-constraint and complex coordination demands [3]. For example, how to design the desired paths to guide a swarm of UAVs to match up the arrival status consistently is a main dilemma [4,5]. Normally, a proper path planning model is inevitable for the problem simplification. Besides, an efficient algorithm is also necessary to implement the continuous search for the suitable paths. In this paper, the main purpose is to find some reliable solutions to the aforementioned aspects.

The development of UAV path planning has been prompted over the past few years and various practical approaches have been proposed. Traditional methods include the A* [6] algorithm, artificial potential field (APF) [7], Voronoi diagram [8], Dubins curve [9] and mesh grid models [10] etc. But most of them merely focus on the utility for single UAV and may not be suitable in the multi-UAV situations. Some reasons surely account for these cases. The approaches based on the mesh grids such as A* algorithm and Voronoi diagram have only concerned with the waypoint designations for a single UAV. Nevertheless, due to lack of common references used for multi-UAV coordination, it’s hard to fuse the waypoint information from different UAVs to manipulate the coordination constraints of the specific multi-UAV tasks such that all the UAVs should arrive simultaneously [4–5]. The APF method is suitable to realize the collision-free and cohesive flight among UAVs. However, the trend to local minimum blocks its applications in-complicated circumstances [11]. In [5], Wang et al. established a simplified UAV model and used a nonconvex optimal-control technology to solve the minimum-time multi-UAV cooperative trajectory planning. The sequential convex programming (SCP) was acknowledged as the main solver. More specifically, the involved concept that the UAVs’ states could be utilized in the path planning is rational and enlightening, since it applied the additional reference sources to supplement the traditional models, which could simplify the implementation of multi-UAV cooperation. But the consumption of SCP is enormous and prevents its usage in practical situations. An intuitive way to overcome the aforementioned dilemma is to provide a common reference for the computation of multi-UAV coordination constraints and the evaluation to the candidate paths. Assume that all the UAV paths share the same num-
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Nomenclature

- $T_a, T_b$: takeoff and arrival time
- $t$: time stamp
- $m, n, i, k, t$: index of UAV, time stamp, solution, social class and iteration
- $S_{m,x}, S_{m,y}$: elements of takeoff point of $m$th UAV in 2D global frame
- $P_{m,n}$: point of $m$th UAV in 2D global frame at $n$th time stamp
- $V_{m,n}$: velocity of $m$th UAV in 2D global frame at $n$th time stamp
- $X_gO_gY_g$: 2D global frame
- $\psi_m$: deflection angle between the global frame and local frame of $m$th UAV
- $\bar{p}_{m,n,x}, \bar{p}_{m,n,y}$: point elements of $m$th UAV in 2D local frame at $n$th time stamp
- $\bar{v}_{m,n,x}, \bar{v}_{m,n,y}$: speed elements of $m$th UAV in 2D local frame at $n$th time stamp
- $P_{M}, P_R, P_F$: points of mountain, radar and defensive force in 2D global frame
- $f_m^n$: number of $m$th UAV at $n$th time stamp
- $I_{\text{max}}, s_{\text{min}}, I_{\text{max}}$: maximal voyage and minimal step length
- $R_{\text{max}}$: minimal turning radius
- $T_{\text{max}}$: maximal time of flight endurance
- $\psi_{\text{max}}$: maximum deflection angle
- $\alpha_1, \alpha_2$: weights for threat sources and coordination limits
- $x_k(t), \bar{x}_k(t)$: best individual of $k$th class and global optima at $n$th iteration
- $p_s$: iteration needed for algorithm $s$ on problem $p$ within desired condition
- $\gamma, \rho_s(\gamma)$: performance ratio and performance profile for algorithm $s$
- $\omega, c_1, c_2$: inertia weight and acceleration coefficients in PSO
- $D$: number of waypoints/Dimension of optimizations
- $M$: number of UAVs
- $S_{m,x}, E_{m,x}$: takeoff and destination location of $m$th UAV in 2D global frame
- $E_{m,x}, E_{m,y}$: elements of destination point of $m$th UAV in 2D global frame
- $P_{m,n,x}, P_{m,n,y}$: point elements of $m$th UAV in 2D global frame at $n$th time stamp
- $V_{m,n,x}, V_{m,n,y}$: speed elements of $m$th UAV in 2D global frame at $n$th time stamp
- $X_{m,n}O_{m}Y_{m}$: 2D local frame of $m$th UAV

- $\hat{p}_{m,n}$: point of $m$th UAV in 2D local frame at $n$th time stamp
- $\hat{v}_{m,n}$: velocity of $m$th UAV in 2D local frame at $n$th time stamp
- $h, h_{\text{in}}$: height of UAVs and height of mountain
- $R_{\text{mb}}, R_{\text{mb}}$: bottom and top radius of mountain surfaces
- $R_g, R_f$: detection radius and maximum fire range
- $\lambda, \eta$: dangerous factors of radar and defensive force
- $L_{\text{c}}$: length of current path
- $V_{\text{min}}, V_{\text{max}}$: minimal and maximal airspeed
- $l_m$: straight length between the takeoff point and destination of $m$th UAV
- $\bar{t}_{m,n,x}, \bar{t}_{m,n,y}$: minimal and maximal time stamp
- $d_c, R_c$: safety distance and maximum communication range
- $v_i(t), x_i(t)$: position and velocity of $i$th pigeon at $n$th iteration
- $N_p, L$: population size and number of classes
- $f_{\text{coast}}, N_{\text{coast}}$: cost function and its computational load
- $d_{\text{op}}, R_{\text{g}}$: positive factors of the map and compass operator in PIO and kth class of SCPIO
- $H_{\text{means}}, H_{\text{var}}$: number of pigeons with superior values at $n$th iteration
- $p_s$: index of problem and solver
- $n_r$: sample volume of duplicate test
- $f_{\text{lv}}$: best value obtained within all the algorithms on the benchmark problem
- $\kappa$: confidence level of standard normal distribution
- $\rho_{\text{cr}}, F$: crossover probability and mutation factor in DE

In this paper, we assume that the increment of waypoint arrival time or the time stamp is equal for each UAV. Then the time bases at which multi-UAV waypoints are updated could be exploited as the temporal references for the cooperative path planning. Hence, we can obtain the coordination costs through receiving the waypoints from other UAVs at the common time stamp and use a time stamp segmentation (TSS) [12] method to establish the basic model of multi-UAV path planning.

Swarm intelligence optimizations (SIOs) have been widely used to obtain the global optimal solutions in complicated networks and systems. The advantages of SIOs include the self-organization property to search for the global optima and the adaptation to various models. In the terms of the multi-UAV path planning, the constant number of waypoints and the candidate paths could be regarded as a SIO’s dimension and solutions, respectively. Then we can use the SIO algorithms to solve the path planning problem by arranging optimal waypoints and other relevant variables to the candidate paths. Compared with the aforementioned algorithms, SIOs could further exploit the common time bases to simplify the computation of multi-UAV coordination costs and update the multi-UAV solutions simultaneously. That is, the parallel optimization on different UAVs is available. Therefore, SIOs are powerful tools in the research field of multi-UAV path planning. Typical SIO algorithms include Particle Swarm Optimization (PSO) [13–15], Ant Colony Optimization (ACO) [4], Differential Evolution (DE) [16,17], Imperialist Competitive Algorithm (ICA) [18], Wolf Pack Search Algorithm (WPSA) [19], Central Force Optimization (CFO) [20] and...
Artificial Bee Colony (ABC) [21]. Recently, a novel SIO namely Pigeon-inspired Optimization (PIO) [22] was developed and firstly applied for the path planning issue of air robots. Two kinds of operators were introduced to reinforce the PIO’s searching abilities. Through comparative simulations, PIO surely outweighs some homogenous methods in the field of path planning. Moreover, PIO has stimulated its usage in various research fields such as image processing [23], gliding trajectory tracking for hypersonic vehicles [24] and objective recognition [25]. However, there are still some shortcomings about the standard PIO. For example, the balance between the convergence precision and computation cost are important for a SIO. A general method to guarantee the balance is expanding the cover plant of candidate solutions and searching for the global optima by means of the detected information [26]. In other words, the balance between the exploration and the exploitation should be cautiously considered. Normally, we keep the equilibrium state by improving the population diversity and the evolutionary strategies since the abundant diversity contributes to the extension of search span while a proper evolution scheme is conducive to the exploitation of an algorithm. According to Duan and Wang [23], the standard PIO suffers from less population search span and fast prematurity in the field of image processing, which illustrates the possible failure of standard PIO. In [27], Zhang and Duan modified the standard PIO using the predator–prey concept to optimize 3D flight paths for uninhabited combat aerial vehicles (UCAVs). The predator–prey competition schemes were embedded into the PIO’s evolution strategy to obtain the global optima. However, the programming model was still based on single UAV. As a matter of fact, practical observations and theoretical analysis have indicated that the pigeon flocks may have leader–follower hierarchies during the in-flight process [28–32]. Inspired by this phenomenon and associating with the scheme of PIO, we believe that the multi-class interaction strategy could be exploited to improve the population diversity and thus promote the searching ability for global optima.

The main contributions in this paper involve the following aspects. Firstly, a novel TSS model is developed for the evaluation of multi-UAV path planning. Other than the traditional waypoint models, the TSS model could additionally provide the desired velocity and motion time bases as the references for multi-UAV coordination. Secondly, a novel social-class PIO (SCPIO) algorithm is proposed to search for the feasible paths on the TSS model. The social-class strategy of in-flight pigeons is utilized to improve the searching abilities of the standard PIO. Stability and parameter instructions of SCPIO are both given. Comparative experiments demonstrate the advantages of the proposed framework.

The remainder of this paper is arranged as follows. Section 2 will introduce the TSS model which includes the cooperation concept, time stamp utility, threat and constraint modeling. Section 3 will first review the standard PIO and then present the principles of SCPIO. The analysis on the stability and complexity of SCPIO are also provided. Section 4 will demonstrate the efficiency of the proposed methods through comparative experiments and the performance profile (PP) technique. The parameter instructions of SCPIO are also involved. Conclusions and future works will be discussed in the final section.

2. Problem formulation

2.1. Concept of multi-UAV cooperative path planning

Multi-UAV cooperative path planning is to generate a few trajectories which satisfy the safety, short range and cooperation requirements for each UAV. The safety illustrates the demand to avoid the obstacles and threat areas in complicated environments. The short range means a less fuel and energy cost. The cooperation is determined by the mission requirements of UAV swarms. For example, the assault mission requests UAVs to take off from the base and arrive at the designated location simultaneously [4]. Meanwhile, in order to keep fluent communications, the distances between UAVs should be limited within a certain range during the flight episodes. Note that the filtered trajectories may not be optimal for single UAV, but with regard to the mission requirements, they should be optimal [4].

A typical scenario of the multi-UAV missions is shown in Fig. 1 where 3 UAVs collaboratively execute the attack task against the specific target. The threat sources involve the terrain obstacles, the enemy’s radars and defensive forces. Aircrafts should bypass the threat areas, avoid internal collisions and arrive at the destinations simultaneously to execute the assault. Meanwhile, they should keep inside the desired communication range to maintain the active interactions with neighbors. As shown in Fig. 1, the paths of different UAVs are not necessarily dispersed. The overlap and cross points among different UAV paths illustrate that several adjacent UAVs will fly through the same waypoints at different time or formulate a leader–follower formation when they pass through the narrow passages.

2.2. Multi-UAV path planning with time stamp segmentation

The TSS model evenly divides the common flight time into several time intervals which serve as the common time bases for M aircrafts to assign their trajectories. Assume that all the UAVs share the same takeoff time $T_t$ and arrival time $T_a$, the desired flight time is $T_a - T_t$ (The way to determine takeoff and arrival time will be discussed later). Given the number of waypoints $D$, we have the time stamp $t_s = (T_a - T_t) / D$. In the TSS model, two components namely the velocity component $V_{m,n} = [V_{m,n,x}, V_{m,n,y}]^T$ and the position component $P_{m,n} = [P_{m,n,x}, P_{m,n,y}]^T$ are designated, where $m = 1 \ldots M$ denotes the index of aircraft and $n = 1 \ldots D$ represents the index of time stamp. In this paper, the height $h$ of UAVs keeps constant and no vertical velocities take effect. The relationship between $V_{m,n}$ and $P_{m,n}$ is represented as

$$P_{m,n} = P_{m,n-1} + V_{m,n} \cdot t_s$$  \hspace{1cm} (1)

When the time stamp is confirmed, the original waypoints or the position components are determined by the velocity components. Therefore, the velocity components are the subjects to be solved in the TSS model. However, when it comes to the threat and communication costs, the position components should be utilized. As shown in Fig. 2, in order to increase the search probability for the optimal paths, the aforementioned components of nth UAV are defined in the local frame $X_m O_m Y_m$ where the origin takes the takeoff point of nth UAV and the axis $X_m$ points to the direction from the takeoff point $s_m = [s_{m,x}, s_{m,y}]^T$ to the destination $E_m = [E_{m,x}, E_{m,y}]^T$ in the 2D global frame $X G Y G$. The conversion from the global frame to the local frame can be given as

$$\begin{bmatrix}
\hat{P}_{m,n,x} \\
\hat{P}_{m,n,y}
\end{bmatrix} = \begin{bmatrix}
\cos \psi_m & \sin \psi_m \\
-\sin \psi_m & \cos \psi_m
\end{bmatrix} \begin{bmatrix}
P_{m,n,x} \\
P_{m,n,y}
\end{bmatrix}$$  \hspace{1cm} (2)

where $\psi_m$ denotes the deflection angle between the two frames and

$$\psi_m = \arctan \frac{E_{m,y} - S_{m,y}}{E_{m,x} - S_{m,x}}$$  \hspace{1cm} (3)

The goal of path planning is to find out a best configuration of the velocity and waypoint components for each UAV and to output the best routes when encountering the flight constraints, threat sources and cooperative requirements.
2.3. Threat sources and flight constraints

2.3.1. Threat modeling

The threats in this paper mainly include the three sources: mountains, enemy's radars and defensive forces. The dangerous level of each threat could be evaluated by the cost functions \cite{4}. Mountains can be approximately simplified as the trapezoidal cylinders identified by the radius and heights. Given the \textit{mth} UAV's location \(P_{m,n}\) at \(n\)th time stamp in the 2D global frame, the mountain cost of \(m\)th UAV at \(n\)th time stamp is given as

\[
F_{m,n}^M = \begin{cases} 
\frac{10^3}{||P_{m,n} - P_M||} & \text{if } h_M \leq h_M \text{ and } ||P_{m,n} - P_M|| \leq \left(1 - \frac{h}{h_M}\right) \cdot R_M + \frac{h}{h_M} \cdot R_Mb \\
0, & \text{else}
\end{cases}
\]

where \(P_M\) denotes the 2D global position of the mountain's surface center and \(h_M\) stands for the mountain's height. \(R_M, R_Mb (R_M > R_Mb)\) represent the bottom and top radius of the mountain's surfaces.

The enemy's radar and defensive force share a similar geometric configuration which could be described by a hemisphere with specific surface center and radius whereas the respective dangerous evaluations are different. Given a radar's location \(P_R\) and detection radius \(R_R\), the radar cost of \(m\)th UAV at \(n\)th time stamp is

\[
F_{m,n}^R = \begin{cases} 
\left(\frac{\lambda}{||P_{m,n} - P_R||}\right)^2, & \text{if } h_R \leq R_R \text{ and } ||P_{m,n} - P_R|| \leq \sqrt{R_R^2 - h_R^2} \\
0, & \text{else}
\end{cases}
\]

where \(\lambda\) denotes a dangerous factor indicating the radar's detection level.

The threat cost of defensive forces is described as the following piecewise model in the 3D global frame.

\[
F_{m,n}^{\text{Threat}} = \begin{cases} 
\infty, & ||\tilde{P}_{m,n} - \tilde{P}_F|| > R_F \\
\eta \left(1 - \frac{||\tilde{P}_{m,n} - \tilde{P}_F||}{R_F}ight), & \frac{R_F}{\eta} < ||\tilde{P}_{m,n} - \tilde{P}_F|| \leq R_F \\
0, & ||\tilde{P}_{m,n} - \tilde{P}_F|| \leq \frac{R_F}{\eta}
\end{cases}
\]

where \(\tilde{P}_{m,n} = [P_{m,n}^T, h]^T\) are the coordinates of \(m\)th UAV at \(n\)th time stamp in the 3D global frame while \(\tilde{P}_F = [P_F^T, 0]^T\) stands for 3D location of defensive forces. \(R_F\) indicates the maximum firing range and \(\eta\) stands for the defensive coefficient. Then the threat cost of a candidate path of \(m\)th UAV could be summarized as

\[
F_{m,n}^{\text{Threat}} = L_c + \sum_{n=1}^{D} (F_{m,n}^M + F_{m,n}^R + F_{m,n}^{\text{Threat}})
\]

where \(L_c\) denotes the length of the candidate path. Note that, in order to decline the probability to touch the threat areas, at least three waypoints of a candidate path should be evaluated by the cost function at each time stamp, which include the waypoint at the current time stamp, the waypoint at last time stamp and the midpoint between them.

2.3.2. Aircraft in-flight constraints

In the TSS model, the ranges of the velocity components and the time stamp are determined by the in-flight constraints of aircrafts such as the maximal velocity \(V_{\text{max}}\), minimal step length \(S_{\text{min}}\), the range of airspeed \([V_{\text{min}}, V_{\text{max}}]\), and the minimal turning radius \(R_{\text{min}}\). Suppose the straight length between the takeoff point
and the destination of mth UAV is \(l_m\), the range of time stamp can be calculated by

\[
T_s \in \bigcap_{m=1}^{M} [t_{m,\text{min}}, t_{m,\text{max}}]
\]

\[
t_{m,\text{min}} = \max \left\{ \frac{t_m}{V_{m,\text{max}}}, \frac{l_m}{V_{m,\text{max}}D} \right\}
\]

\[
t_{m,\text{max}} = \min \left\{ \frac{l_m}{V_{m,\text{min}}D}, \frac{l_m}{V_{m,\text{min}}F}, \frac{T_{\text{max}}}{D} \right\}
\]

(8)

where \(T_{\text{max}}\) stands for the longest endurance time and \(\bigcap\) denotes the intersection. Accordingly, we can easily obtain the selection rule for the common arrival time

\[
T_a \in D \setminus \bigcap_{m=1}^{M} [t_{m,\text{min}}, t_{m,\text{max}}] + T_t
\]

(9)

and the maximum allowed yaw angle

\[
\psi_{\text{max}} = \arcsin \frac{V_{m,n,\text{max}}t_n}{2R}
\]

(10)

According to Ref. [27], the unidirectional optimization of candidate solutions could simplify the solving complexity. Similar to this concept, we arrange the constant lateral elements of velocity component in the local frame at any time stamp, that is \(\tilde{V}_{m,n,x} = l_m/(D \cdot t_s)\). Then use the SIOs to search for the optimal configurations of the longitudinal elements \(\tilde{V}_{m,n,y}\) to obtain the desired paths. Considering Eq. (10), we can get the range of the longitudinal elements, that is \(\tilde{V}_{m,n,y} \in [-V_{m,n,y} \tan \psi_{\text{max}}, V_{m,n,y} \tan \psi_{\text{max}}]\). \(m = 1 \ldots M, n = 1 \ldots D\).

2.3.3. Coordination costs

As illustrated in Section 2.1, the cooperative requirements consist of the common endurance time, collision avoidance and communication limitations. The endurance time is spontaneously fulfilled in the TSS model. Define the safety distance \(d_c\) and the maximum communication range \(R_c\) among multiple UAVs. Suppose another aircraft \(m_1 \in [1 \ldots M, m_1 \neq m]\) within the neighborhood of mth UAV, the cooperative requirement is that, at nth time stamp, the space between the two corresponding UAVs should accord with

\[
d_c \leq \|P_{m,n} - P_{m_1,n}\| \leq R_c.
\]

Accordingly, the coordination cost can be described as

\[
F_{\text{corr}}^{\text{m}} = \begin{cases} 0, & d_c \leq \|P_{m,n} - P_{m_1,n}\| \leq R_c, \quad n = 1 \ldots D \\ \infty, & \text{otherwise} \end{cases}
\]

(11)

Hence, the overall cost of a candidate path of mth UAV could be summarized as \(F_{\text{total}} = \omega_1 F_{\text{thres}} + \omega_2 F_{\text{corr}}\), where \(\omega_1, \omega_2\) represent the impact weights for the threat sources and coordination limits respectively. The rest in this paper is to find out the optimal configuration of the longitudinal elements \(\tilde{V}_{m,n,y}\) for each UAV that minimize the overall cost.

3. Methods

3.1. Review to the standard PIO

PIO is a novel SIO that has been successfully applied on many scientific and engineering problems. Two operators inspired by the pigeons’ navigation tools formulate the framework of standard PIO [22]. One is the map and compass operator which is adjusted during the first part of optimization; the other is the landmark operator which is referenced when the population approaches to the global optimia. In both operators, the candidate solutions for the benchmark problems are considered as pigeons’ positions and the best position indicate the optimal solution accordingly. During the episode of the map and compass operator, the solutions are evolved by

\[
\psi_i(t) = \psi_i(t) + \frac{1}{1 + e^\frac{-1}{R}} (\tilde{X}_i(t) - \tilde{X}_i(t - 1))
\]

\[
\psi_i(t) = \psi_i(t) + \frac{1}{1 + e^\frac{-1}{R}} (\tilde{X}_i(t) - \tilde{X}_i(t - 1))
\]

\[
\psi_i(t) = \psi_i(t) + \frac{1}{1 + e^\frac{-1}{R}} (\tilde{X}_i(t) - \tilde{X}_i(t - 1))
\]

\[
\psi_i(t) = \psi_i(t) + \frac{1}{1 + e^\frac{-1}{R}} (\tilde{X}_i(t) - \tilde{X}_i(t - 1))
\]

(12)

where \(\tilde{X}_i(t)\) represents the ith solution at nth iteration which also is the called position of ith pigeon in PIO. \(\psi_i(t)\) is the so-called velocity of ith pigeon which reflects the evolution slope of its solution.

N is the population size and \(\tilde{X}_i(t)\) denotes the global best solution or the global leader at nth iteration in PIO. \(\text{rand} \in (0, 1)\) is a random number subject to the uniform distribution between 0 and 1. \(R\) is a positive factor that reveals the influence of the map and compass utility.

At the stage of landmark operator, half pigeons with inferior costs are assumed to follow the superior flocks. That is to say, the swarm size of superiors will be reduced by half per iteration \(N_p(t) = N_p(t - 1)/2\) with the initial size \(N\) until an individual is reserved. The landmark operator utilizes the following evolution strategy to update each pigeon

\[
x_i(t) = x_i(t) + \text{rand} \cdot (x_i(t) - x_i(t - 1))
\]

\[
\text{rand} = \frac{\sum_{j \in \text{Sup}(t)} f(x_i(t))}{\sum_{j \in \text{Sup}(t)} f(x_j(t))}
\]

(13)

where \(x_i(t)\) is the weighted population center which serves as the searching reference during the landmark phase. \(\text{Sup}(t)\) stands for the set of superiors and \(f(*)\) represents a quality criteria that evaluates the solutions’ importance. Consider the cost function of benchmark problem \(f_{\text{cost}}(*)\), we have

\[
f(x) = \begin{cases} \frac{1}{f_{\text{cost}}(x) + \epsilon}, & \text{for minimum optimization} \\ \frac{1}{f_{\text{cost}}(x)}, & \text{for maximum optimization} \end{cases}
\]

(14)

where \(\epsilon\) is a near-zero constant to ensure the validation of Eq. (14). Remark that, in the end of both operators, a greedy strategy in Eq. (15) should be performed to improve the solutions’ quality.

\[
x_i(t) = x_i(t), \quad f(x_i(t)) > f(x_i(t - 1))
\]

\[
x_i(t) = x_i(t) - 1, \quad f(x_i(t)) \leq f(x_i(t - 1))
\]

(15)

3.2. Social-class PIO algorithm

Although the standard PIO has been proved superior in some practices, there are still some shortcomings such as lack of diversity and prematurity [23]. In this work, inspired by the inherent social-class properties of in-flight pigeons, a novel SCPIO is developed to address the two aforementioned problems and improve the performances of standard PIO.

The hierarchies during the pigeons’ flight have aroused much attention on the investigation of collective motion [28–30] and engineering applications [31,32]. Nagy et al. [28,29] discovered an implicit hierarchical network in pigeon flocks through the statistical analysis on the actually gathered positions. Zhang et al. [30] extended this work and put forward that a switching mechanism may occur between the social hierarchies and the egalitarian modes during the flight of pigeons. Enlightened by these discoveries, Luo and Duan [31] developed a distributed control framework for multi-UAV flight. In this architecture, several interactive functions between different UAVs were designed to realize the motion consensus. Qiu and Duan [32] also investigated the flight control of the multi-UAV close formations by abstracting and utilizing the communication principles of pigeons’ social hierarchies. A schematic diagram of in-flight hierarchy in a pigeon flock is shown in Fig. 3. This social network is composed of four layers of individuals. The arrows indicate the connections or communications between the two individuals in different layers. The pigeon in the
top layer is considered as the leader of the whole flock since its information is disseminated across the network. Note that the information flow is unidirectional. That is, the pigeons in lower classes only receive information from higher layers but can’t transmit their status.

Based on this concept, we allocate the whole pigeons into \( L (L \geq 2) \) social layers or classes in SCPIO and prescribe that the first class is the top-layer group where the group members are available to share their information across the population. Accordingly, the \( k \)th class serves as the bottom hierarchy where the members can’t transmit their information but only receive the positions of higher class groups. Similarly, the information flow in SCPIO is also unidirectional. The solutions with better cost values enter the higher level classes in sequence. For example, if the swarm size of first class is \( N_1 \), we allocate the best \( N_1 \) solutions into the top layer during the current iteration, and others likewise. The number of individuals in each social class is optional. Let \( x^k_j (k = 1, \ldots, L) \) be the best solution of the \( k \)th social class and assume that the \( i \)th solution belongs to the \( k \)th social class, then the revised map and compass operator in SCPIO is presented as

\[
v_i(t) = v_i(t-1)e^{-R_k} + \text{rand} \cdot (x_i^k(t-1) - x_i(t-1)) + \sum_{j=1}^{k} \text{rand} \cdot (x_j^k(t-1) - x_i(t-1))
\]

\[
x_i(t) = x_i(t-1) + v_i(t), \ i = 1 \cdots N
\]  

(16)

where \( R_k \) represents the map and compass factor of the \( k \)th class. From the Eq. (16), it’s apparent that the individuals from lower classes could receive and exploit the superior information from higher classes. This principle could disseminate the superiors’ perfect experiences and in turn enhances the explorations of the whole population. Note that, compared with the standard PIO, the velocity weight in SCPIO is turned into a constant \( e^{-R_k} \) to keep the solutions’ dependence on the individual experiences to support the maintenance of population diversity when the index of iteration \( t \) is large enough.

The half reduction of superior set in the original landmark operator is essential to the convergence behavior since it stimulates the population to explore around the estimated near-best positions. This mechanism increases the probability to approximate to the global optima. In SCPIO, in order to keep the avoidance of premature, the size of superiors decreases faster, that is \( N_p(t) = N_p(t-1)/L \). Besides, a new evolutionary scheme is used in the revised landmark operator such that

\[
x_i(t) = \begin{cases} x_i(t-1) + \text{rand} \cdot (x_i(t-1) - x_i(t-1)) & \text{if } i \in S_p(t) \vspace{1mm} \cr x_i(t-1) + \text{rand} \cdot (x_i(t-1) - x_i(t-1)) & \text{if } i \not\in S_p(t) \end{cases}
\]

\[
x_i(t) = \frac{\sum_{j \in S_p(t)} f(x_j(t))}{N_p(t) \cdot \sum_{j \in S_p(t)} f(x_j(t))}
\]  

(17)

That is to say, the inferiors will shift into the neighborhood of a near-best center to encourage the explicit search for global optima. Just like the process of the standard PIO, a greedy strategy is also required in the end of SCPIO. As a result, the detail procedure of SCPIO is summarized by the following steps.

**Step 1:** Initialize the necessary parameters of SCPIO, such as the search space dimension \( D \), iteration thresholds for two operators \( N_{cmax1} \cdot N_{cmax2} (N_{cmax1} < N_{cmax2}) \), the population size \( N \) and the number of social classes \( L \). Besides, the number of individuals \( N_k \) and the positive factor \( R_k \) of \( k \)th class should also be designated.

**Step 2:** Randomly initialize the pigeons’ positions by the uniform distribution.

**Step 3:** Sort the population by comparing their cost values and rank them into the corresponding classes in sequence. Obtain the global leader \( x_g \) and the best member \( x^k_j \) of each social class.
Step 4: Implement the map and compass operator. The populations are evolved by Eq. (16) and the greedy strategy in Eq. (15). Then compare the cost values and screen out the new leader as well as the best members of each class.

Step 5: If the index of iteration $t > N_{\text{max}1}$, forward to the landmark operator. Otherwise, go back to Step 3.

Step 6: Implement the landmark operator. Evaluate the cost values and arrange the $N_{p}(t)$ superior individuals into the superior set $S_{p}(t)$. The size of $S_{p}(t)$ satisfies $N_{p}(t) = N_{p}(t-1)/L$. Then update the populations by Eq. (17) and the greedy strategy in Eq. (15). Screen out the new leader and the best members of each social class.

Step 7: If the index of iteration $t > N_{\text{max}2}$, output the global leader as the optimal solution. Otherwise, go back to Step 6.

A flow chart is shown in Fig. 4 to give an intelligible overview to the aforementioned steps.

### 3.3. Stability analysis on SCPIO

The convergence proof of SCPIO is a challenging issue due to its stochastic structure [33]. Leboucher et al. [34] presented that two main conditions account for the local convergence of a stochastic optimizer, namely algorithm condition and convergence condition. The algorithm condition ensures the reachability to the optimal set of the candidate algorithm while the convergence condition checks whether the algorithm is stable within the optimal region. Using the properties of Markov chain, Zhang and Duan [27] have proved that the solutions of the standard PIO could enter into the global optimal set in probability 1 (see Theorem 1 in [27]). This illustrates the justification of the algorithm condition. The algorithm condition of SCPIO could be deduced via the similar approaches due to its straight derivation from the standard PIO. However, the convergence conditions or stabilities of SCPIO or PIO are seldom investigated. Fortunately, the stability of PSO has been widely investigated, which is helpful for the homogenous methods. For example, in order to manipulate the random variables in PSO, the following 1-order stability definition [35] is proposed.

**Definition 1.** A random SIO is 1-order stable if the Eq. (18) is satisfied and the corresponding parameter region is 1-order stable region.

\[
\lim_{t \to \infty} E(x(t)) = y
\]

where $E(x)$ is the expectation of the candidate solution $x$ and $y$ denotes a constant vector.

Indeed the 1-order definition is not available to fully describe the dynamic behaviors of the algorithm as it can’t provide the variation trend of candidate solutions. Hence the following 2-order definition [36] is presented next, which is based on the convergence of the variances.

**Definition 2.** A random SIO is 2-order stable if the Eq. (19) is satisfied and the corresponding parameter region is 2-order stable region.

\[
\lim_{t \to \infty} D(x(t)) = 0
\]

where $D(x)$ is the variance of the candidate solution $x$.

**Theorem 1.** If a SIO satisfies the 2-order stability, it also satisfies the 1-order stability.

**Proof.** Since $D(x(t)) = E((x(t) - E(x(t)))^2)$, the Eq. (19) implies that the expectation exists for almost all $t > 0$. On the other hand, according to [37], the solutions will converge to a constant vector $y$ with probability 1 such that

\[
P\left( \lim_{t \to \infty} x(t) = y \right) = 1
\]

By computing the limit of the expectation, simply we have the form of Eq. (18), that is, the 1-order stability is established. Note that the candidate solution in both Eqs. (18) and (19) stands for the entire population. That is, we demand all the candidate solutions remain stagnation in the local convergence status. However, this constraint is too strict and not realistic for SIO because the randomness of evolution process cannot guarantee the uniformity of the population [36]. Recently, a new 2-order stability definition which is based on the weak stagnation condition has been proposed by Liu [33]. It assumes that the global leader remains constant during the convergence state while other non-dominate solutions are allowed to improve. The weak stagnation 2-order stability is denoted as follows.

**Definition 3.** If the population’s leader stays at the dominant position $x_{g}(T_{c})$ during the iterations between $t = T_{c}$ and $t = T_{c} + T(T \geq 3)$, then the optimizer is said to be stable if

\[
\lim_{t \to \infty} D(x_{g}(T_{c} + T)) = 0
\]

where $T_{c}$ denotes the index of iteration at which the global leader first enters the dominant position.

**Remark 1.** The weak stagnation 2-order stability implies that the convergence condition of a random SIO is fully dependent on the population’s leader in spite of the algorithm’s space topology [33]. Therefore, the stagnation constraint is weak and realistic compared...
with Definition 2 in most cases. In this paper, the weak stagnation 2-order stability will be adopted to obtain the convergence condition of SCPIO.

**Corollary 1.** If a SIO satisfies the weak stagnation 2-order stability, it also satisfies the 1-order stability, that is

\[
\lim_{\tau \to \infty} E(x_\theta(T_\tau + \tau)) = x_\theta(T_\tau)
\]

(21)

In terms of SCPIO, the weak stagnation 2-order stability is also fully determined by the global leader. From the implementation flow of SCPIO, it’s reasonable that SCPIO is stable as long as the two involved operators are both stable. First take the map and compass operator into consideration. From Eq. (16), we have

\[
x_{\theta}(t + 1) = \alpha_1(t) \cdot x_{\theta}(t) + \alpha_2(t) \cdot x_{\theta}(t - 1) + \beta_0(t) \cdot x_{\theta}(t) + \sum_{j=1}^{k} \beta_j(t) \cdot x_{\theta}(t)
\]

(22)

where the coefficients are presented as

\[
\alpha_1(t) = 1 + e^{-R_i} - \sum_{j=0}^{k} q_j(t)
\]

(23)

\[
\alpha_2(t) = -e^{-R_i}
\]

(24)

\[
\beta_j(t) = q_j(t), \quad j = 0, \ldots, k
\]

(25)

and \(q_j(t)\) stands for a random number subject to the uniform distribution between 0 and 1 at the rth iteration. Suppose that the pigeons conducting the map and compass operator is in the weak stagnation state during \(t \in [T_\tau, T_\tau + \tau]\). Because the global leader surely belongs to the first class, it's obvious that \(x_{\theta}(t) = x_{\theta}(t) = x_{\theta}(T_\tau), \quad t \in [T_\tau, T_\tau + \tau]\). Thus for the global leader, the Eq. (22) could be simplified into the following stochastic difference equation (SDE)

\[
x_{\theta}(t + 1) = \alpha_1(t) \cdot x_{\theta}(t) + \alpha_2(t) \cdot x_{\theta}(t - 1) + \alpha_3(t) \cdot x_{\theta}(T_\tau)
\]

(26)

where \(\alpha_3(t) = \beta_0(t) + \beta_1(t)\) and \(\alpha_1(t) + \alpha_2(t) + \alpha_3(t) = 1\). To solve the Eq. (23), the recursion approach is utilized.

**Theorem 2.** Suppose that the population is in the weak stagnation state of the map and compass operator during \(t \in [T_\tau, T_\tau + \tau]\), the global leader stays at the dominant position \(x_{\theta}(T_\tau)\), then the solutions of SDE (23) submit to the following hypersurface

\[
x_{\theta}(T_\tau + t) = x_{\theta}(T_\tau) + G(t) \cdot (x_{\theta}(T_\tau + 1) - x_{\theta}(T_\tau)), \quad t \in [0, T]\n\]

(27)

where \(G(t)\) satisfies the recursion

\[
G(t + 1) = \alpha_1(T_\tau + t)G(t) - e^{-R_i}G(t) + G(0), \quad G(0) = 0, \quad G(1) = 1
\]

(28)

Proof. For \(t = 0\) and \(t = 1\), the result is self-evident. Using the method of induction, assume Theorem 2 holds for \(t = k - 1\) and \(t = k\). From the Eq. (24), it yields

\[
x_{\theta}(T_\tau + k + 1) = x_{\theta}(T_\tau) + G(k) \cdot (x_{\theta}(T_\tau + 1) - x_{\theta}(T_\tau))
\]

(29)

Combining the Eqs. (26) and (27), it yields

\[
x_{\theta}(T_\tau + k + 1) = x_{\theta}(T_\tau) + G(k) \cdot (x_{\theta}(T_\tau + 1) - x_{\theta}(T_\tau))
\]

(30)

Hence Theorem 2 establishes when \(t = k + 1\), and the proof is finished.

**Remark 2.** From the SDE (24), the global leader’s dynamics is mainly dominated by \(G(t)\), while \(G(t)\) is mainly affected by the random variable \(\alpha_1(t)\). In other words, the solution trajectories of Eq. (24) will surround the dominant position \(x_{\theta}(T_\tau)\) and fluctuate around it with a magnitude relative to \(\alpha_1(t)\). Besides, from Definition 3 and Corollary 1, it is apparent that if the map and compass operator converges to stability, then we have \(lim E(G(t)) = 0\).

**Theorem 3.** If the global leader stays at the dominant position \(x_{\theta}(T_\tau)\) during the weak stagnation state \(t \in [T_\tau, +\infty]\), then the map and compass operator is stable if and only if

\[
lim_{t \to \infty} E(G^2(t)) = 0
\]

Proof. According to Theorem 2, during the weak stagnation period, the global leader’s dynamics submits to the Eq. (24). Due to \(x_{\theta}(T_\tau)\) and \(x_{\theta}(T_\tau + 1)\) are both constant, the variance of the dominant position has the form

\[
D(x_{\theta}(T_\tau + 1)) = D(G(t)) \cdot [x_{\theta}(T_\tau + 1) - x_{\theta}(T_\tau)]^2
\]

(31)

According to Definition 3, the stability condition is equivalent to \(lim G(t) = 0\). Moreover, since \(D(G(t)) = E(G^2(t)) - E(G(t))^2\), we have \(lim_{t \to \infty} E(G^2(t)) = 0\).

**Theorem 4.** The stability of the map and compass operator is determined by the following sufficient and necessary condition, that is

\[
R_i > 0.1203
\]

The proof of this theorem is given in the Appendix via solving a difference equation about the expectation \(E(G(t))\). As for the landmark operator, assume that the global leader stays at another dominant position \(x_{\theta}(T_\tau)\) forever, while \(T_\tau\) denotes the initial index of iteration in the weak stagnation stage of the landmark operator. Due to the fast attenuation of \(N_\theta(t)\), it’s sufficient to believe that \(N_{\theta}(t) = 1\) when the landmark operator falls into the weak stagnation stage. This also indicates that the exclusive member in \(S_\theta(t)\) is the global leader and \(x_{\theta}(t) = x_{\theta}(t) \quad t \in [T_\tau, +\infty]\). Then according to Eq. (17), the dominant position of the global leader will be unchangeable during the weak stagnation stage. Thus the landmark operator is stable spontaneously. In summary, the convergence condition of the SCPIO is established if and only if Eq. (31) is satisfied.

3.4 Complexity analysis of SCPIO

The computational complexity of SCPIO is easily obtained from its mathematical formulas. Given the population size \(N\), the iteration thresholds for two respective operators \(N_{\text{max}}^1, N_{\text{max}}^2\), the number of social classes \(L\) and the computational load of the cost function \(N_{\text{cost}}\). For the map and compass operator, from Eq. (16), the evolution cost at each iteration is \(O(NL)\). Furthermore, the ranking process for each social class is also required before individual update. If the polling strategy is utilized, the ranking cost per iteration is \(O(NL + N_{\text{cost}})\). Therefore, the complexity of the map and compass operator is \(O(N_{\text{max}}^1 \cdot (NL + N_{\text{cost}}))\).

On the other hand, in the landmark operator, the size of superior set will be reduced by \(L\) per iteration. According to Eq. (17), the evolution cost at each iteration is \(O(N + \log N)\). If the polling method is considered during the ranking the superior cluster \(S_\theta(t)\), the ranking cost at each iteration is \(O(N\log L + N_{\text{cost}})\). Then the computational cost of the landmark operator is obtained \(O(N_{\text{max}}^2 (N\log L + N_{\text{cost}}))\). Thus the total complexity of the SCPIO is summarized as

\[
O(N_{\text{max}}^1 N (\log L + N_{\text{cost}}) + N_{\text{max}}^2 N (L + N_{\text{cost}}))
\]

Normally, since the number of social classes \(L\) is far less than \(N\), the complexity of the SCPIO is approximately equal to the standard PIO [27]. Thus it’s reasonable that the SCPIO is not worse than...
the standard PIO in the respect of computation costs as it doesn’t increase the computational complexity substantially.

4. Numerical experiments and analysis

4.1. Performance profile and comparative tests on benchmark functions

As an efficient benchmarking approach for large-scale deterministic optimization algorithms, the performance profile (PP) technique [38, 39] has been widely used in the research of mathematical programming. It adopts the cumulative distribution function (CDF) to distinguish the capabilities of candidate algorithms. Recently, PP has been extended to support the stochastic optimization algorithms by taking the confidence intervals of test samples as the raw data of PP [39], which also provides the dynamic implications of test samples by comparisons of confidence intervals.

According to the PP technique, a comprehensiveness matrix $H$ with size $n_p \times n_p \times n_s$ should be given first, where $n_p, n_p, n_s$ denote the number of iterations used in each algorithm, the number of benchmark functions and the number of candidate algorithms, respectively. Define $f_{p,s}$ the index of iteration needed for algorithm $s$ on the benchmark function $p$ to arrive at the following condition:

$$f_{\text{cost}}(x_0) - f_{\text{cost}}(x) \geq (1 - \tau)(f_{\text{cost}}(x_0) - f_{\text{d}})$$

(32)

where $x_0$ is the start position, $\tau$ is a small positive factor that represents the convergence tolerance of the situation above and $f_{\text{d}}$ denotes the best value obtained within all the algorithms during the current test. The smaller the tolerance factor, the higher the requirement to convergence accuracy. If we cannot find any position satisfying the condition above, $f_{p,s} = \infty$. Then we give the definition of performance profiles for algorithm $s$ using the following CDF:

$$\rho_s(\gamma) = \frac{1}{n_p} \text{Int}\left(\left\{ p \in P \mid \frac{f_{p,s}}{\min\{f_{p,s} \in S\}} \leq \gamma \right\}\right)$$

(33)

where P.S denote the problem set and the algorithm set, respectively. The function $\text{Int} \cdot$ returns the volume of a set and $\gamma \geq 1$ denotes the performance ratio which reveals the coverage area of solvable problems of the algorithm $s$. In particular, $\rho_s(1)$ represents the proportion of problems that $s$ can solve with best performances in $S$. Apparently, a higher performance profile $\rho_s$ illustrates that the candidate algorithm $s$ could solve a larger scope of problems within the convergence limitation in Eq. (32) and thus behaves superiorly. To evaluate the stochastic optimizers using PP technique, the duplicate test and statistical tools such as confidence intervals are both considered. Given a sample of benchmarking test $\{X_1, \ldots, X_{n_s}\}$ with capacity of $n_s$, the means and variance of the test samples are

$$\bar{X} = \frac{1}{n_s} \sum_{j=1}^{n_s} X_j, \quad S^2 = \frac{1}{n_s - 1} \sum_{j=1}^{n_s} (X_j - \bar{X})^2$$

(34)

Hence we have the corresponding confidence interval $[\bar{X} - \kappa S/\sqrt{n_s}, \bar{X} + \kappa S/\sqrt{n_s}]$, where $\kappa$ stands for the confidence level of a standard normal distribution. In this paper, we set $\kappa = 2$ to obtain a 95% level [39] during the benchmarking process and $n_s$ = 50 times of duplicate tests are implemented for each algorithm on each problem. Obtain the sample means and variance by Eq. (34) and compose the means and variance matrix $H_{\text{means}}$, $H_{\text{var}}$. Firstly, arrange the PP technique to evaluate the means of candidate algorithms. In this paper, we mainly focus on the minimum problems. Therefore, choose several algorithms with lowest means into the elitist group. Then, combine the means and variance matrix to formulate the confidence upper and lower bound matrix $H_{\text{upper}}$, $H_{\text{lower}}$. Secondly, arrange the PP technique to do the comparison between the upper bounds of the elites and the lower bounds of the other algorithms. If the elites’ confidence upper bounds still surpass the inferior’s lower bounds, then the elite algorithms surely have stronger behaviors both in the convergence accuracy and in the dynamic characteristics. Otherwise, it’s suggested that no significant difference is found between the elites and the inferiors.

In this section, we use the PP technique to evaluate the capabilities of SCPIO. Three homogenous optimizers are selected, including the standard PIO, PSO and DE algorithm. The initial configurations of the candidate optimizers are shown in Table 1. To keep fairness, we set the population size $N = 30$ within all the candidate algorithms and $n_p = 15$ classical benchmark functions are executed simultaneously with the same dimension $D = 10$. The detail information of the selected benchmark functions are listed in Table 2. Conduct the duplicate tests and collect the sample. Then, calculate the means and variance matrix by Eq. (34) for each algorithm. Set $\tau = 10^{-3}$, and compute $f_{p,s}$ on the condition of Eq. (32). Collect the performance profiles for each algorithm with different performance ratios by Eq. (33). The PPs of sample means of all the algorithms are shown in Fig. 5.

| Table 1 | Configurations for candidate algorithms in PP evaluation. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Standard PIO and SCPIO parameters | $N_{\text{max}}$ | $R_{23,4}$ | $N_{\text{max}}$ | $R_{23,4}$ | $R$ | $L$ | $\bar{L}$ |
| PIO Parameters | $N_{\text{max}}$ | 40 | $R_{23,4}$ | 3 | $N_{\text{max}}$ | 60 | $R$ | 0.3 | $L$ | 4 |
| PSO Parameters | $N_{\text{max}}$ | 60 | $R_{23,4}$ | 10,5,10 | $R$ | 0.3 | $L$ | 4 |
| DE Parameters | $N_{\text{max}}$ | 60 | $R_{23,4}$ | 0.7 | $R$ | 0.3 | $L$ | 4 |

![Fig. 5. Performance profiles of sample means for candidate algorithms.](image-url)
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Table 2
Benchmark functions in PP evaluation.

<table>
<thead>
<tr>
<th>Function name</th>
<th>Variable bounds</th>
<th>Optimal solutions</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ackley</td>
<td>[−32.768, 32.768]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Dixon-Price</td>
<td>[−10, 10]</td>
<td>(x^* = (1, \ldots, 1))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Griewank</td>
<td>[−600, 600]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Levy</td>
<td>[−10, 10]</td>
<td>(x^* = (1, \ldots, 1))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Michalewicz</td>
<td>[0, (\pi)]</td>
<td>(x^* = (2 \times 1.57, \ldots))</td>
<td>(f(x^*) = -9.66015)</td>
</tr>
<tr>
<td>Perm((\beta = 10))</td>
<td>[−D, D]</td>
<td>(x^* = (1, \frac{1}{2}, \ldots, \frac{1}{n}))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>[−5.12, 5.12]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>[−10, 10]</td>
<td>(x^* = (1, \ldots, 1))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Hyper-ellipsoid</td>
<td>[−65, 65]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Schwefel</td>
<td>[−500, 500]</td>
<td>(x^* = (420.9687, \ldots, 420.9687))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Sphere</td>
<td>[−5.12, 5.12]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Styblinski-Tang</td>
<td>[−5, 5]</td>
<td>(x^* = (−2.903534, \ldots, −2.903534))</td>
<td>(f(x^*) = -39.16599D)</td>
</tr>
<tr>
<td>Sum of Powers</td>
<td>[1, 1]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Sum Squares</td>
<td>[−10, 10]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
<tr>
<td>Zakharov</td>
<td>[−10, 10]</td>
<td>(x^* = (0, \ldots, 0))</td>
<td>(f(x^*) = 0)</td>
</tr>
</tbody>
</table>

Fig. 6. Performance profiles of confidence bounds for candidate algorithms.

Table 3
Common parameter setting in PP evaluation.

<table>
<thead>
<tr>
<th>Common parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
</tr>
<tr>
<td>(L)</td>
</tr>
<tr>
<td>(n_f)</td>
</tr>
</tbody>
</table>

the other three optimizers in the respect of both accuracy and dynamic behaviors.

4.2. Parameter instructions of SCPIO based on performance profiles

4.2.1. Investigation on the map and compass factor

In order to configure the parameters of SCPIO via PP technique, we also conduct \(n_f = 50\) times duplicate tests with the same group of benchmark functions in Section 4.1 for each specified SCPIO. In this section, \(n_f = 8\) SCPIOs with different \(R_k\) (listed in Fig. 7) are tested where the factors in different social classes should be equal. Other common parameters are given in Table 3. Through PP computations, the means profiles for all algorithms are shown in Fig. 7.

From the results, it seems that \(R_k = 3\) may have an advantage over other parameters. However, by comparison of confidence bounds (shown in Fig. 8), there seems no clear disparity. Through comprehensive analysis on the results in both figures, it’s supposed
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that \( R_k > 1 \) may be a better choice if high-precision requirements are expected.

On the other hand, the sequences of \( R_k \) among classes may also influence the efficiency of SCPIO. Hence, another experiment is carried out where three sequences of \( R_k \) are involved, including the balance order \((R_{1.2.3} = 2, 2, 2)\), the ascending order \((R_{1.2.3} = 1, 2, 3)\) and the descending order \((R_{1.2.3} = 3, 2, 1)\). The comparable profiles are shown in Fig. 9. However, from the results, no significant diversities could be found among different sequences. Thus it’s supposed that any form of sequence is available for SCPIO.

4.2.2. Investigation on social classes

The number of social classes is an essential parameter for SCPIO because it stands for the specific population topology in search spaces. In this section, \( n_s = 5 \) SCPIOs with different numbers of classes \((L = 2, 3, 5, 6, 10)\) are investigated by the PP technique. Similar with the former evaluations, the common parameters in Table 3 are adopted except for the number of social classes \( L \). For each algorithm, set \( R_k = 2 \) and evenly arrange the population into the classes in accordance with the individuals’ costs. The obtained comparative profiles are shown in Fig. 10. According to the results, large number of social classes has no contributions to the improvement of SCPIO, and perhaps \( L = 2 \sim 4 \) may be enough for most situations.

Additionally, we check the impact of class sizes on the structural optimization of SCPIO and another experiment with different proportions of class members is implemented. Here, we also take \( R_k = 2 \) and \( L = 3 \) for each candidate algorithm with the rest configurations consistent with Table 3. \( n_s = 4 \) SCPIOs with different class scale proportions (shown in Fig. 11) are tested with the PP technique. The consequences in Fig. 11 illustrate that, although the proportion 1:1:1 performs competitively at the means level, it can’t promise stability during the duplicate tests. However, if our goal is to tentatively obtain a high-precision solution, the balance proportion may be preferable.

4.2.3. Investigation on the operators’ behaviors

Durations of both operators are important cues for the performances of SCPIO. Unfortunately, through multiple tests with PP technique, no special pattern was discovered in this field. However, the investigation on single operator implies some new con-
cepts. We extract the sample in Section 4.1 within the first $N_{\text{max}}$ iterations and obtain the corresponding performance profiles shown in Fig. 12.

According to the results, during the map and compass operator, PSO is competitive than PIO and SCPIO. This illustrates that the population topology of PSO is better than the map and compass operator. Nevertheless, during the landmark operator, both PIO and SCPIO improve remarkably. This phenomenon implies that, the map and compass operator pursues the crude exploration in the beginning, while the landmark operator keeps the avoidance of premature in both PIO and SCPIO and provides the satisfied solutions at the final stage. The possible reasons may be that, after the crude search of the map and compass operator in the whole search span, the search area will be evolved and compressed to several possible neighborhoods around the global optima. Then, during the landmark operator, the explicit search around the near-best neighborhoods will successively accelerate the search for the global optima. This principle will remarkably improve the solutions’ accuracy without stagnation into the local solutions. Thus in the end of iteration, the behaviors of PIO and SCPIO will be enhanced significantly. The advantages of SCPIO over the standard PIO lies in the fact that the constant factor and the social-class framework of the revised map and compass operator could increase the population diversity and extend the search span through dependencies on self-best experiences and multi-point guidance. Besides, the revised landmark operator further supports the avoidance of premature at the later search period. However, since the coarse search in the first period, the convergence speed of PIO and SCPIO is not better than PSO and DE. That is, the map and compass operator still needs growth to improve the search efficiency.

4.2.4. Investigation on the population sizes

For the evolutionary algorithms, the population size is a key parameter that determines the convergence level. Intuitively, a larger population size should generate more accurate solutions. But this also significantly increases the complexity of the algorithm. In [40], the authors indicated that the best population size of evolutionary algorithms depends on the prototypes of benchmark problems. In this section, we test 6 SCPIOs ($N = 30, 50, 100, 200, 300, 500$) and use the PP technique to check the relationships between the population size and the convergence level. Similarly, we set $R_k = 2$ and use the common parameters in Table 3 to conduct the dupli-
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cate tests. The corresponding results are shown in Fig. 13. It can be seen that the computation accuracy surely promotes with the increase of the population size. Nevertheless, since the computation cost also increases remarkably, we always expect a moderate population size in most situations. That is, the selection of population size of SCPIO or other evolutionary algorithms still depends on the user’s demands and the search scope of benchmark problems. Consider the results in Fig. 13(a), the algorithms with moderate sizes $N = 100–300$ could still solve almost 70% problems within the precision requirement. Hence, in general, a moderate population size (such as $N = 100$) is always expected for SCPIO since it can keep balance between the precision and the computation cost within the problem limitations.

4.3. Simulations on SCPIO and TSS model

In this section, the path planning system based on the TSS model and SCPIO algorithm will be introduced. In this framework, SCPIO serves as the solver of the TSS model for a single UAV. As is mentioned in Section 2.2, an individual solution in SCPIO of mth UAV is composed of the velocity and position components $V_{m,n}$, $P_{m,n}$ ($n = 1 \ldots D$). Since the path planning task is to search for the optimal elements $V_{m,n}$ for each UAV that minimize the overall cost, the dimension of SCPIO should be consistent with the number of time intervals or waypoints $D$. The time stamp is determined by the flight constraints in Section 2.3.2 and the cost function of mth UAV employs the total threat and coordination cost $f^T_{total}$ in Section 2.3.3. Note that, in order to implement the computation of multi-UAV coordination cost, the reliable communications should be guaranteed and the information from other UAVs should be updated per iteration. Then, with the evolution of $V_{m,n}$ and $P_{m,n}$ by SCPIO, it’s easy to find the optimal paths satisfying the safety and cooperation requirements for each UAV. The procedure of the integrated system can be summarized by the steps below.

**Step 1:** Initialize the environmental settings of multi-UAV cooperative path planning, such as the number of UAVs, the takeoff and destination points, threat settings and locations, flight constraints of UAVs etc.

### Table 4
Environmental settings for the integrated simulation.

<table>
<thead>
<tr>
<th>Layout of the mission points</th>
<th>UAV 1</th>
<th>UAV 2</th>
<th>UAV 3</th>
<th>UAV 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Takeoff point (km)</td>
<td>(5,5)</td>
<td>(5,10)</td>
<td>(5,10)</td>
<td>(10,10)</td>
</tr>
<tr>
<td>Destination (km)</td>
<td>(85,85)</td>
<td>(85,90)</td>
<td>(90,85)</td>
<td>(90,90)</td>
</tr>
<tr>
<td>Layout of mountain threats</td>
<td>Mountain 1</td>
<td>Mountain 2</td>
<td>Mountain 3</td>
<td>Mountain 1</td>
</tr>
<tr>
<td>$P_0$ (km)</td>
<td>(45,25)</td>
<td>(67,80)</td>
<td>(30,70)</td>
<td></td>
</tr>
<tr>
<td>$h_0$ (km)</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>$R_{min}, R_{max}$ (km)</td>
<td>18, 6</td>
<td>15, 5</td>
<td>17, 4</td>
<td></td>
</tr>
<tr>
<td>Layout of defensive forces and radars</td>
<td>Force 1</td>
<td>Force 2</td>
<td>Force 3</td>
<td>Force 4</td>
</tr>
<tr>
<td>$P_s, P_r$ (km)</td>
<td>(20,30)</td>
<td>(72,42)</td>
<td>(25,75)</td>
<td>(25,45)</td>
</tr>
<tr>
<td>$R_s, R_r$ (km)</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>Flight and coordination constraints</td>
<td>$s_{min}$ (km)</td>
<td>$t_{max}$ (km)</td>
<td>$V_{max}$ (km/h)</td>
<td>$T_{max}$ (min)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>250</td>
<td>600</td>
<td>60</td>
</tr>
<tr>
<td>$V_{max}$ (km/h)</td>
<td>300</td>
<td>2</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>$T_{max}$ (min)</td>
<td>0.18</td>
<td>2</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Obtained common variables for each UAV</td>
<td>$\psi_{max}$ (rad)</td>
<td>0.557</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obtained specific variables for each UAV</td>
<td>UAV 1</td>
<td>UAV 2</td>
<td>UAV 3</td>
<td>UAV 4</td>
</tr>
<tr>
<td>$V_{e,s,s}$ (km/h)</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>$V_{e,s,f}$ (km/h)</td>
<td>[−250, 250]</td>
<td>[−250, 250]</td>
<td>[−250, 250]</td>
<td>[−250, 250]</td>
</tr>
</tbody>
</table>
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Table 5
Parameter configurations of SIOs (SCPIO, PIO and PSO).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SCPIO</th>
<th>PIO</th>
<th>PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$R$</td>
<td>0.3</td>
<td>1.55</td>
<td>1.55</td>
</tr>
<tr>
<td>$c_1$</td>
<td>1.55</td>
<td>1.55</td>
<td>1.55</td>
</tr>
<tr>
<td>$c_2$</td>
<td>1.55</td>
<td>1.55</td>
<td>1.55</td>
</tr>
</tbody>
</table>

Table 6
Best SIO costs of path planning for respective UAV.

<table>
<thead>
<tr>
<th>UAV</th>
<th>SCPIO</th>
<th>PIO</th>
<th>PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>119.171</td>
<td>125.386</td>
<td>130.833</td>
</tr>
<tr>
<td>2</td>
<td>121.871</td>
<td>126.378</td>
<td>132.411</td>
</tr>
<tr>
<td>3</td>
<td>126.148</td>
<td>130.182</td>
<td>150.686</td>
</tr>
<tr>
<td>4</td>
<td>144.970</td>
<td>147.763</td>
<td>173.981</td>
</tr>
</tbody>
</table>

Step 2: Given the takeoff time $T_0$ and the dimension $D$, according to the constraints in Eqs. (8) and (9), select the arrival time $T_f$ and the time stamp $t_g$. Build the local frame $X_m O_m T_m$ for $m$th UAV and calculate the constant lateral element $V_{m,n,x}$ and the variation range of the longitudinal element $V_{m,n,y}$.

Step 3: For $m$th UAV, initialize the configurations of SCPIO. The individual solutions are composed of the velocity and position components $V_{m,n,y}$, $P_{m,n}(n = 1 \ldots D)$. The elements to be optimized are $V_{m,n,y}(n = 1 \ldots D)$ while others could be determined through Eq. (1).

Step 4: For $m$th UAV per iteration, select a candidate solution and calculate the threat cost $F_{m}^{threat}$ by Eqs. (4)-(7). Simultaneously, receive the best waypoints at the current iteration from other UAVs and calculate the coordination cost $F_{m}^{cor}$ by Eq. (11). Then sum up the costs and obtain the total cost $F_{m}^{total}$ for this solution.

Step 5: For $m$th UAV per iteration, implement the SCPIO to update the candidate solution. If all the candidate solutions have been evolved and the index of iteration is maximal, finish the searching process and output the optimal components. Otherwise, go back to Step 4.

The position component is the optimal path for each UAV while the velocity component serves as the auxiliary information for the UAV’s navigation. Since we can update the population within an iteration of SCPIO for a single UAV, it’s easy to conduct the optimal search for other UAVs within the same iteration. That is, the aircrafts could implement the respective SCPIO in parallel, which of course declines the computation cost. Another benefit of the
current system is the additional navigation sources. The time stamps account for the motion time bases of multi-UAV cooperation. As is mentioned in Introduction, the motion time bases are the common references for multi-UAV coordination which could simplify the computation of coordination cost and provide the time bases for the navigation of aircrafts. Meanwhile, the velocity components generated by the optimal solutions represent the desired velocities during the episode \( (t_0, t_0 + t_s) \) where \( t_0 \) stands for the start time of the episode. The desired velocities are significant sources for flight control because they provide the explicit control references (such as the velocity references at each time stamp) during the corresponding episode \( (t_0, t_0 + t_s) \). However, the limitation of dimension causes the crudity of the output paths. Therefore, after the optimal search of SCPIO, the path smoothing technique should be utilized in addition to eliminate the sharp corners and polish the paths.

To verify the feasibility of the integrated system, a comparative experiment has been conducted, where three kinds of SIOs (SCPIO,
PIO and PSO) are taken as the optimization approaches for the TSS model. Four UAVs are considered and the basic environmental settings are given in Table 4. The parameter configurations of SIOs are shown in Table 5. Note that the infinite scores of the threat and coordination costs in Eqs. (6) and (11) are substituted by $10^5$ in this simulation. The comparative results of three SIOs are presented in Fig. 14 and Table 6, and the optimal paths of SCPIO within 3D battleground are displayed in Fig. 15.

According to Table 6, it is apparent that SCPIO converges to the lowest costs for all the candidate UAVs. However, from the profiles in Fig. 14, the convergence speed of PIO and SCPIO is not better than PSO in the first evolution period (map and compass operator). The main reason is that the map and compass operator is responsible for the crude exploration and can’t provide an accurate estimation of the global optima. As is mentioned in Section 4.2.3, the population topology of PSO surpasses the map and compass operators of PIO and SCPIO and thus supports the fast convergence accordingly. But at the final phase, the solutions of SCPIO are competitive. According to Fig. 14, there exist a clear descending trend in both profiles of PIO and SCPIO after the map and compass operator. This consequence strongly supports the standpoints in Section 4.2.3 that the landmark operator is responsible for the explicit search and the avoidance of premature. Furthermore, in most cases of Fig. 14, the revised map and compass operator of SCPIO outperforms that of the standard PIO, which also demonstrate the consequences in Section 4.2.3 that the constant factor and social-class framework could improve the search ability of SCPIO by increasing the population diversity.

Finally, in view of Fig. 15, there surely exist a few overlaps and cross points among different UAVs’ paths on the TSS model. However, this doesn’t mean that the collisions among UAVs. As shown in Fig. 15, we extract the UAV positions at three key moments within the total flight time 18 min (simulation time at 6 min, 9 min and 12 min). At each moment, four UAVs could keep dense formations and pass by the terrains and threats without any collision. This phenomenon supports the scenario in Section 2.1 and extends the results in [4] which suppose that the dispersal among multi-UAV paths is necessary. In fact, if the trajectories are excessively dispersed, the growth of length costs is obviously inevitable. In addition, it’s also difficult to satisfy the coordination constraints if the communication distances among different UAVs are too far away. Therefore, in many cases, the crossters of paths are important, especial for the TSS model.

5. Conclusions

This paper addresses the challenging issue of multi-UAV cooperative path planning. Two essential techniques have been proposed: First is the TSS model and second is the SCPIO algorithm. The TSS model provides the time stamps as the common time references for waypoint programming, which not only simplifies the computation of multi-UAV coordination cost, but also generates the desired velocities as the auxiliary information for navigation and control. SCPIO is developed as the solver for the TSS model which utilizes a social-class strategy to improve the original operators of the standard PIO. Two outstanding characteristics of SCPIO are discovered. On the one hand, the map and compass operator is enhanced by a predefined multi-class structure which accordingly raises the population diversity. On the other hand, the landmark operator is responsible for the explicit search and premature avoidance at the later period. Both features contribute to the convergence accuracy of SCPIO. Through duplicate tests and PP technique, the performances and parameter instructions of SCPIO have been demonstrated. Finally, an integrated experiment based on TSS and SCPIO has been conducted within a 3D complex environment to verify the proposed methods.

From the experimental results, a new concept about the multi-UAV cooperative path planning has been verified that the overlaps and cross points don’t mean the path contradictions of different UAVs. In most cases, the path overlaps even account for the decrease of path costs and the warranty of reliable communications. Though analysis on performance profiles, it’s supposed that SCPIO may occupy promising behaviors in some other fields. Thus, in the future, it’s sincerely suggested that SCPIO could be utilized to solve more challenging issues in scientific areas and modification approaches are welcomed to refine the original disadvantages.
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Appendix

Proof of Theorem 4: According to Theorem 3, in order to manifest the stability of the map and compass operator, the expectation $E(G^2(t))$ should be calculated first. Denote the following parameters

$$\mu = E(\alpha_1), \sigma^2 = D(\alpha_1)$$

(a1)

For the global leader during the weak stagnation state, consider the independence between $q_0$ and $q_1$, we have

$$\mu = e^{-\xi_1}, \sigma^2 = \frac{1}{5}$$

(a2)

Denote $u = e^{-\xi_1}$, from Eq. (25), it yields

$$G^2(t + 1) - 2uG^2(t)G(t)G(t) - u^2G^2(t) - uG(t)G(t) - tG(t) - uG(t)G(t) - 1$$

(a3)

Then, according to the independence, we have

$$E(G^2(t + 1)) = (\mu^2 + \sigma^2)E(G^2(t)) + u^2E(G^2(t - 1))$$

(a4)

Using the elimination, the following difference equation is obtained

$$E(G^2(t + 2)) + (u - \mu^2 - \sigma^2)E(G^2(t)) + (u^2 - \mu^2 - \sigma^2)E(G^2(t - 1)) - u^3E(G^2(t - 1)) = 0$$

(a5)

which satisfies $E(G^2(0)) = 0$, $E(G^2(1)) = 1$, $E(G^2(2)) = \mu^2 + \sigma^2$. Hence the characteristic equation of Eq. (a5) is

$$\Phi(r) = r^3 + (u - \mu^2 - \sigma^2)r^2 + (\mu^2 - u^2 - \sigma^2)r - u^3 = 0$$

(a6)

The stability of the map and compass operator requires the sufficient and necessary condition $\lim_{t \to \infty} E(G^2(t)) = 0$ which also implies that the norm of all the three solutions of Eq. (a6) should be less than 1. Since $R_1 > 0$, $u \in (0, 1)$, then $\Phi(u) = -2u^2\sigma^2 < 0$. $\Phi(\infty) = \infty$. The stability demands that, there at least exists one solution at the real axis $(0, 1)$, which also implies $\Phi(1) > 0$. Accordingly, we have

$$1 - u\mu^2 + (1 + u)\sigma^2 < (1 + u)^2(1 - u)$$

(a7)

On the other hand, the norm of two other solutions should also be less than 1. Assume that the real root of Eq. (a6) is $r_1 \in (u, 1), \ldots$
the characteristic Eq. (a8) can be rewritten as

$$\Phi(r) = (r - r_1) \left[ r^2 + (u - \mu^2 - \sigma^2) + r + \frac{u^3}{r_1^2} \right] = 0 \quad (a8)$$

By solving the equation above, the other two roots are obtained

$$r_{2,3} = \left( \frac{\mu^2 + \sigma^2 - u - r_1 \pm \sqrt{\Delta}}{2} \right)$$

where \(\Delta = (\mu^2 + \sigma^2 - u - r_1)^2 - 4u^3/r_1 \). Therefore the norm of roots requires \( \max(|r_2|, |r_3|) < 1 \) which also yields

$$u + r_1 - 1 - \frac{u^3}{r_1} < \mu^2 + \sigma^2 < u + r_1 + \frac{u^3}{r_1} \quad (a10)$$

From Eq. (a7), we get

$$\mu^2 + \sigma^2 < \mu^2 + \frac{1 + u}{1 - u} < (1 + u^2) \quad (a11)$$

Meanwhile, since \( r_1 \in (0,1) \), it’s easily obtained that

$$u + r_1 + \frac{u^3}{r_1} \geq (1 + u^2) \quad (a12)$$

Hence the right side inequality of Eq. (a10) is not necessary. Besides, from the characteristic Eq. (a8), we have

$$\Phi(-1) = -1 + (u - \mu^2 - \sigma^2) - (u^3 - u^3) - u^3 = -(1 - u)^2(1 + u) - (1 + u)\mu^2 - (1 - u)\sigma^2 \leq 0 \quad (a13)$$

On the other hand, according to Eq. (a8),

$$\Phi(-1) = (-1 - r_1) \left( 1 + (u - \mu^2 - \sigma^2) + r_1 + \frac{u^3}{r_1^2} \right) < 0 \quad (a14)$$

which implies that the left side inequality of Eq. (a10) is also not necessary. Hence, in summary, Eq. (a7) serves as the sufficient and necessary condition for the stability of the map and compass operator. Substituting the real values of Eq. (a2) into Eq. (a7), simply we get the following equivalent condition

$$R_1 > \ln \left( \frac{5 + \sqrt{265}}{2} \right) \approx 1.0203 \quad (a15)$$
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