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Dear editor,
We propose a generalized pigeon-inspired opti-
mization (GPIO) algorithm to enhance the ex-
ploitation ability of the original pigeon-inspired
optimization (PIO) algorithm. Three variants of
the PIO algorithms, including the original PIO,
GPIO with ring structure (PIOr), and GPIO with
ring structure and simplified landmark operator
(PIOrs), are analyzed from a component-wise per-
spective. To analyze the property of various op-
erators, experimental tests are performed on two
types of optimization problems: single-objective
and multimodal. The aim is not to compare the
performance or effectiveness of various PIO algo-
rithms, but to analyze the properties of different
components of the PIO algorithms in addressing
different types of optimization problems. Based on
the result comparison and component analysis, it
can be concluded that different operators of PIO
algorithms have various exploration or exploita-
tion abilities during the search. The exploitation
ability and diversity of solution maintenance abil-
ity should be enhanced for various PIO algorithms
in addressing multimodal optimization or more
complex engineering problems.

The optimization aims to identify the global
best feasible solution(s) for a given problem.
Swarm intelligence, including a population of indi-
viduals in the search process, is a group of nature-
inspired searching techniques [1]. Various swarm
intelligence algorithms, such as particle swarm op-

timization (PSO) [1], PIO [2, 3], and brain storm
optimization (BSO) [4, 5], were proposed to solve
various problems [6, 7].

The PIO algorithm is a bio-inspired swarm in-
telligence optimizer based on the collective behav-
ior of pigeons [2, 3]. In the PIO algorithm, each
individual represents a potential solution, and this
solution is a point in the n-dimensional solution
space. The PSO algorithm was modeled on the
social behaviors observed in flocking birds [1, 8].
Several differences observed between the PIO and
PSO algorithms are as follows.

• The information of previous solutions is uti-
lized in the PSO algorithm, whereas the PIO al-
gorithm only uses the search information of the
current solutions. A memory mechanism exists in
the PSO algorithm, i.e., the previous information
is used to assist the search process.

• The PIO algorithm has two search operators:
the map and compass operator and the landmark
operator. The individuals are updated with two
different strategies and only one strategy in the
PIO and PSO algorithms, respectively.

• Both PIO and PSO algorithms have used the
individual with the best fitness value to guide the
search process. Additionally, the ranking and fit-
ness values of several individuals are used in the
landmark operator of the PIO algorithm.

To enhance the exploitation ability of the orig-
inal PIO algorithm, the GPIO algorithm is pro-
posed and analyzed in this study. The main
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achievements presented in this study are summa-
rized as follows.

• The GPIO algorithm with different structures
and simplified landmark operators is proposed to
improve the search ability of the original PIO al-
gorithm.

• The properties of the two variants of the
GPIO algorithm, including PIOr and PIOrs, and
the original PIO algorithm, are compared and an-
alyzed from a component-wise perspective.

• The comparison of different PIO algorithms
on two types of optimization problems is con-
ducted to validate the effectiveness and efficiency
of the PIO variants. The optimization benchmark
problems involve the single-objective optimization
problems with or without shifts in the decision
space and the multimodal optimization problems.

GPIO algorithm. The exploration and exploita-
tion abilities are two major factors that affect the
optimization algorithm’s performance. The explo-
ration ability aims to identify find good promis-
ing solutions with high probability by exploring
different areas of the search space. In contrast,
the exploitation ability aims to concentrate on the
search around a promising region and to refine a
candidate solution. The original PIO has a rapid
convergence speed during the search; however, its
fitness value of less than zero is not defined. Hence,
the exploitation ability of the original PIO algo-
rithm should be enhanced. The GPIO algorithm,
which has three revised operators, is proposed to
address these obstacles. The revised operators in-
clude generalized topology structure, generalized
mapping function, and simplified landmark oper-
ator.

• Generalized topology structure. In the map
and compass operator of the original PIO algo-
rithm, the swarm has a global star structure, i.e.,
all individuals are guided to the global optimum.
An algorithm with the global star structure has a
rapid convergence speed. However, individuals are
easily “stuck” in the local optima.

The impact of the previous velocity rapidly de-
creases with large R. As shown in Figure 1(a) and
(b), e−R×Nc with R = 0.8 is close to 0 when Nc is
close to 1000 and e−R×Nc with R = 0.1 is close to
0 when Nc is close to 8000. Thus, the parameters
R and number of iterations Nc1max should be set
simultaneously.

To balance the exploration and exploitation
abilities of the search algorithm, different topol-
ogy structures are embedded into the GPIO algo-
rithm. Two typical topology structures are used in
population-based algorithms. The first one is the
global star structure where all individuals are con-
nected with each other; the second one is the local

ring structure where each individual has only two
neighbors in the swarm. Using different topology
structures, the position update equation is revised
as follows:

V
Nc

i =V
Nc−1
i · e−R×Nc+rand · (Xnbest−X

Nc−1
i ),

where Xnbest is the best position of the current
pigeon’s neighborhood.

• Generalized mapping function. The mapping
function can map the fitness value fit(Xi) to the
weight F (Xi) in the landmark operator of the orig-
inal PIO algorithm. The original PIO algorithm
only defined the situation that fit(Xi) > 0. For
all the individuals in a swarm, if ∀ fit(XNc−1

i ) > 0,

then the definition of F (XNc−1
i ) is expressed as

follows.
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A generalized mapping function is defined to en-
hance the generalization ability of the PIO algo-
rithm. If ∃ fit(XNc−1

i ) < 0, then F (XNc−1
i ) could

be expressed as follows.
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where |fit(XNc−1
min )| is the minimum fitness value of

the current population at the (Nc− 1)th iteration.
Simplified landmark operator. In the original

PIO algorithm, the number of the remaining indi-
viduals is dynamically reduced per iteration. To
simplify the landmark operator, it can be a fixed
value during the search. This value is defined as
half of the population size. Eq. (1) provides a
simplified version of the number calculation.

NNc

p =
Np

2
. (1)

Compared with the original PIO algorithm, the
number of the remaining individuals is calculated
only once in (1). The computational cost of the fit-
ness value sorting is slightly increased in the land-
mark operator, but the rest of the individuals can
be calculated and implemented easily.

Conclusion. For single objective optimization,
the aim is to find a highly accurate solution in
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Figure 1 (Color online) Comparison of map and compass operator with different factor settings. (a) Nc = 1000;
(b) Nc = 10000.

limited iterations. While for multimodal optimiza-
tion, the aim is to locate multiple optima/peaks in
a single run and to maintain these found optima
until the end of a run. The original PIO algo-
rithm has a good performance on global search
ability, however, it performs less well on the so-
lutions maintenance ability. A good algorithm is
able to be adjusted for solving different types of
problems. In this study, a generalized PIO algo-
rithm was proposed and the properties of differ-
ent components were analyzed. In an optimization
algorithm, different operators have different func-
tions during the search process. To obtain good
performances on optimization problems, an algo-
rithm should have an ability to adjust its explo-
ration and exploitation ability during the search.

The experimental study of the three PIO vari-
ants (original PIO, PIOr, and PIOrs algorithms)
in solving 11 single-objective optimization bench-
mark problems and eight multimodal optimization
benchmark functions are conducted. This study
does not aim to compare the performance or effec-
tiveness of various PIO algorithms, but to analyze
the properties of different components of PIO algo-
rithms in solving single-objective and multimodal
optimization problems. Based on the component
analysis and experimental results, it can be con-
cluded that the exploitation ability of GPIO al-
gorithms was enhanced in solving different opti-
mization problems. Moreover, the diversity main-
tenance ability of the PIO variants should be en-
hanced to address multimodal optimization prob-
lems. Hence, combining the PIO algorithm with
other local search strategies is a good approach
to improve the search performance of PIO algo-
rithms in solving various complex or multimodal
optimization problems. Additionally, two perfor-
mance criteria are used in the component analysis
of the PIO algorithms. To obtain additional search

information related to the PIO algorithms in mul-
timodal optimization, more performance criteria
should be used in further study.
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